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Message from the General Chair

Welcome to DCOSS 2006 — the second version of the meeting series. DCOSS
focuses on distributed computing issues in large-scale networked sensor systems,
including systematic design techniques and tools, algorithms, and applications.

I am indebted to the Program Chair, Phil Gibbons, for his efforts in handling
the review process and composing the technical program. I appreciate his lead-
ership in putting together a strong and diverse Technical Committee to address
various aspects of this interdisciplinary area. I would also like to thank him for
his input in resolving a number of meeting-related issues.

I would like to thank all of the authors who submitted papers, our invited
speakers, the external referees we consulted, the Vice Chairs and the members
of the Program Committee.

I would like to thank Sotiris Nikoletseas for his efforts as the Workshop Chair
for DCOSS 2006.

Several volunteers assisted me in putting together the meeting. I would like to
thank Jim Reich for handling the poster session, Wendi Heinzelman for publiciz-
ing the event, Amol Bakshi for handling Web-based publicity, Loren Schwiebert
for handling the student scholarships, Jie Wu for interfacing with IEEE TCDP
for student scholarships and Yang Yu for his assistance in putting together these
proceedings. Special thanks go to Amol Bakshi for his invaluable input in decid-
ing the meeting focus, format and local arrangements.

I would like to thank Jose Rolim, DCOSS Steering Chair for inviting me to
be the General Chair. Indeed, it was a pleasure working with him and with Jie
Wu, Vice General Chair. Their invaluable input in putting together the meeting
program and in shaping the meeting series is gratefully acknowledged.

I would like to acknowledge support from the IEEE Technical Committee on
Distributed Processing and from the Centre Universitaire d’Informatique of the
University of Geneva.

Rosine Sarafian, our administrative coordinator, deserves special thanks for
her assistance with local arrangements.

The field of networked sensor systems is rapidly evolving. It is my contin-
ued hope that this meeting series serve as a forum for researchers from various
aspects of this interdisciplinary field to interact and in particular to offer oppor-
tunities for those working in algorithmic, theoretical and high-level aspects to
interact with those addressing challenging issues in complementary areas such as
wireless networks, communications and systems composed of these underlying
technologies.

I hope you enjoy the technical sessions as well as San Fransisco.

June 2006 Viktor K. Prasanna



Message from the Program Chair

This volume contains the 33 full papers presented at the Second IEEE Interna-
tional Conference on Distributed Computing in Sensor Systems (DCOSS 2006),
which took place in San Francisco, California, during June 18-20, 2006. These
papers were selected by the Program Committee from 87 submissions received
in response to the call for papers. Submissions were received from 18 countries
across b continents, and directed to one of three tracks: algorithms, applications,
or systems. Each track had its own Program Committee that reviewed the pa-
pers and recommended either “accept”, “reject”, or “accept if room”. In a joint
meeting between the Vice Chairs and myself we reviewed and discussed this
latter category of papers to arrive at the final program.

DCOSS 2006 presentations were arranged into seven sessions, ranging from
Data Aggregation and Dissemination to Programming Support and Middleware
to Lifetime Maximization. Papers from the three tracks were intermixed within
the sessions. Other highlights of the conference included keynote talks by Leo
Guibas and Bill Kaiser, two workshops and a poster session.

I would like to add my thanks to Viktor’s to all the DCOSS organizers,
the authors, the external reviewers, and the Program Committee members. I
am especially indebted to the Program Vice Chairs Tarek Abdelzaher, James
Aspnes, and Ramesh Rao for their efforts in forming and running the three track
Program Committees. The 44 Program Committee members are at universities
and research labs from 12 different countries, further evidence that DCOSS is
truly an international conference. The quality of the program reflects positively
on the expertise and dedication of the Vice Chairs and Program Committee
members.

Finally, it was a pleasure working with Viktor Prasanna, General Chair, and
José Rolim, Steering Committee Chair, who both worked tirelessly to ensure the
success of DCOSS 2006.

June 2006 Phillip B. Gibbons
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Evaluating Local Contributions to Global
Performance in Wireless Sensor and Actuator
Networks

Christopher J. Rozell and Don H. Johnson*

Department of Electrical and Computer Engineering
Rice University, Houston, TX 77025-1892
{crozell, dhj}@rice.edu

Abstract. Wireless sensor networks are often studied with the goal of
removing information from the network as efficiently as possible. How-
ever, when the application also includes an actuator network, it is advan-
tageous to determine actions in-network. In such settings, optimizing the
sensor node behavior with respect to sensor information fidelity does not
necessarily translate into optimum behavior in terms of action fidelity.
Inspired by neural systems, we present a model of a sensor and actua-
tor network based on the vector space tools of frame theory that applies
to applications analogous to reflex behaviors in biological systems. Our
analysis yields bounds on both absolute and average actuation error that
point directly to strategies for limiting sensor communication based not
only on local measurements but also on a measure of how important each
sensor-actuator link is to the fidelity of the total actuation output.

1 Introduction

Recent interest in wireless sensor networks has fueled a tremendous increase in
the study of signal and information processing in distributed settings. Energy
conservation is very important for most interesting applications, which generally
translates into minimizing the communication among sensors to preserve both
individual node power and total network throughput. Consequently, recent sen-
sor network research has primarily focused on adapting well-known signal pro-
cessing algorithms to distributed settings where individual nodes perform local
computations to minimize the information passed to distant nodes (e.g., [1,2,3]).

The goal of many proposed sensor network algorithms has been to get the
information out of the network (via a special node connected directly to a more
traditional data network) with a good trade-off between fidelity and energy ex-
pended. However, in many applications the implicit assumption is that the infor-
mation coming out of the network will be used to monitor the environment and
take action when necessary. A significant and natural extension to the sensor
network paradigm is a wireless sensor and actuator network (WSAN). A WSAN
consists of a network of sensor nodes that can measure stimuli in the environment

* This work was supported by the Texas Instruments Leadership University Program.

P. Gibbons et al. (Eds.): DCOSS 2006, LNCS 4026, pp. 1-16, 2006.
© Springer-Verlag Berlin Heidelberg 2006



2 C.J. Rozell and D.H. Johnson

and a network of actuator nodes capable of affecting the environment. While one
possible strategy summarizes information for a system outside the network to
determine actuator behaviors, greater efficiency should be achieved by determin-
ing actions through in-network processing. A more subtle issue is that processing
and communication strategies optimizing sensor data fidelity may not yield the
best results when actuation performance fidelity is the desired metric.

While WSANSs are often discussed, quantitative analysis of their performance
has not received much attention. Existing work can be found in areas such as
software development models for WSANs [4] and heuristic algorithms for re-
source competition based on market models [5]. Other recent work [6] has used
techniques from causal inference to evaluate specific actuation strategies. Most
relevant is the recent work of Lemmon et al. [7] analyzing distributed control
systems while considering the underlying communication network. A control sys-
tem approach is certainly appropriate for some WSAN application models, but
may use more communication resources (especially from actuators to sensors)
and may require the sensors and actuators to operate in the same signal space.

Merging sensed information directly into actions without centralizing the in-
formation and decision making has rarely been considered in man-made systems.
Fortunately, we have examples from biology that demonstrate the effectiveness
of this strategy. Neural systems perform a chain of tasks very similar to the
needs of WSANS: sensing, analysis, and response. Furthermore, evidence indi-
cates that neural systems represent and process information in a distributed way
(using groups of neurons) rather than centralizing the information and decision
making in one single location. This shrewd strategy avoids creating a single point
of vulnerability, so the system can function in the presence of isolated failures.

In neural systems, two types of behaviors exist, depending on whether there is
“thinking” involved, which we call conscious and reflex behaviors. In conscious
behavior, biological systems gather sensory information, make inferences from
that information about the structure of their environment, and generate actions
based on that inferred structure. In reflex behavior, a sensed stimulus directly
generates an involuntary and stereotyped action in the peripheral nervous system
before the brain is even aware of the stimulus [8]. An obvious example of a reflex
behavior is the knee-jerk reaction achieved by a doctor’s well-placed tap below
the kneecap. A more subtle example is the eye position correction that allows
our vision to stay focused on an object even when our head is moving.

WSAN applications have an analogous division, which we call object-based and
measurement-based network tasks. For example, the canonical target tracking
scenario is an object-based task because it involves using sensory measurements
to infer information about objects in the environment. On the other hand, an
application such as agricultural irrigation is a measurement-based task because
sensor measurements directly contain all the necessary information — there is
no underlying environmental object to try and infer. In this work we consider
models of measurement-based WSAN applications. While measurement-based
systems are simpler and possibly more limited than object-based systems, they
provide an entry point for analyzing and designing WSAN algorithms.
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WSANSs are complex systems with many interacting layers of operation. There
are significant communication and networking challenges in these systems that
are the focus of current research efforts. While the biological reflex systems de-
scribed earlier do not appear to adaptively change their communication strategy
on short time scales, the nature of wireless networking may necessitate dynamic
decisions to employ different communication strategies based on current net-
work conditions. Networking strategies to limit communication in the system
must weigh the cost of executing individual communication links against the
detrimental effect of performing suboptimal information processing. The role of
our present research is to analyze a distributed WSAN model for a broad class of
applications. We want to determine the optimal information processing strategy
and to quantify the effects of suboptimal strategies resulting from eliminating
communication links. As a simple starting place for our analysis, we will use
vector space methods to model sensors and actuators, leveraging the notion of
frame theory to analyze systems of nodes with overlapping influence.

2 Sensors and Actuators

As an example reflex behavior that will shape our thinking about WSANs, we
consider the crayfish visual system. The crayfish has a dorsal light reflex [9]
where light movement in the visual field elicits predictable reflex movement in
the eyestalk that attempts to keep a constant orientation of the visual field. The
main visual representation (in neurons called “sustaining fibers”) is comprised
of sensory elements that sum light activity in overlapping spatial regions. All of
the information available to the creature about the light stimulus is contained
in this collection of sustaining fiber responses.

The crayfish eyestalk movement is controlled by a set of motorneurons, which
send signals to several small muscles. Each muscle generates movement in one
specific direction. As with the sensory units, the muscle movement directions
also overlap in the movement space (i.e., muscle movements are not “orthogo-
nal”). Most importantly, the activity in each motorneuron is determined directly
from a processed combination of some sustaining fiber inputs. Though all of
the motorneurons have to be coordinated to produce the desired total action,
their distributed individual responses are generated directly from the distributed
sustaining fiber representation and without a centralized decision-making struc-
ture. Previous research has shown that even in this critical behavior, the con-
tributions of each sensory unit to the total action are simple and essentially
linear [10].

Our WSAN model will follow the principles seen in this example from the
crayfish. Though the constraints facing biological systems are different from
the constraints imposed by wireless networking, neural systems must also be
very resource efficient and try to minimize communication (each neural signal
generated means expending more metabolic energy). Biological systems must
have solutions that do a good job (some would even argue optimal) at trading-
off performance and efficiency, and we use them as a rough guide.
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In our model, a collection of sensors measuring overlapping spatial regions
gather information about a stimulus field. A collection of actuators have indi-
vidual environmental effects that overlap and must be coordinated. Each ac-
tuator determines its individual contribution to a behavioral goal through a
combination of the sensor measurements. We start with the simplest scenario
where only this direct sensor-to-actuator communication is allowed. By elim-
inating inter-sensor and inter-actuator communication, we also eliminate the
communication overhead necessary for such a scenario. It may be possible to
improve system performance by allowing additional communication and coop-
eration, depending on the specific networking model and communication costs
involved.

A major goal in any information processing strategy for WSANSs is retaining
good performance in the total actuation while reducing the communication bur-
den from the sensors to the actuators. To analyze the performance of a WSAN
under different design decisions, we use mathematical models based in the fa-
miliar tools and terminology of vector spaces.

2.1 Vector Space Models of Sensors and Actuators

Sensor network models often begin with a collection of sensors distributed over a
2-D spatial field limited to the spatial domain W (e.g., W = [0, 1]2). Sensors are
indexed by k € K, and are located either irregularly or on a regular grid. The
spatial region being sensed contains a stimulus field, denoted by z(w), where
w € W is a vector indicating location in the field.

Sensor measurement models often consist of averaging the stimulus field over
non-overlapping spatial regions surrounding each sensor [11]. We generalize that
notion by representing each sensor by a receptive field si(w) over W that per-
forms a weighted average over a spatial region. The sensor receptive fields are
defined by the physics of the devices and could indicate sensors that are direc-
tional or have varying sensitivity over a region. Sensor measurements of the field
are therefore given by

my = /W z(w) sk (w)dw. (1)

We will not assume any particular arrangement or shape of the sensor fields; in
general we expect sensors to be irregularly spaced and have highly overlapping
receptive fields. The measurement form given in equation (1) includes the special
case of sensors averaging the field over disjoint local regions.

Recasting equation (1), the sensor measurements can be written as an inner
product over the field W, my = (z,sg). This vector space view of the sensor
measurements indicates that with no further processing the measurements can
represent any stimulus signal in the space H, = span ({s;}). The space H,
represents a restricted class of fields that is consistent with the resolution of
the sensors. For example, H, may be a space of spatially bandlimited functions
over W. The actual stimulus field in the environment may not be in H,, but
the sensors have a limited resolution (depending on design and placement of
the sensors) that precludes them from sensing an unrestricted class of signals.



Evaluating Local Contributions to Global Performance 5

Therefore, we assume that © € H,, though in reality = only represents the
component of the true environmental field within the sensing resolution of the
network.

Just as individual sensors have local but overlapping regions of sensitivity,
actuator networks are composed of individual actuators that each affect the en-
vironment through (possibly overlapping) local regions of influence. Actuators
are indexed by [ € L, and again are located either irregularly or on a regular grid.
Whereas each sensor is represented by a receptive field, each actuator is repre-
sented by a influence field over W, denoted by a function a;(w). An actuator’s
influence field depends on the physics of the specific problem, and again may
indicate actuators that are directional or have varying influence over a region.

Each actuator responds with an intensity that indicates how strongly it acts
on the environment. We will model an actuator’s intensity d; as weighting its
influence function. The resulting total actuation field over W is y = >, diay,
where, for simplicity (and to emphasize the vector space view), we drop the ex-
plicit notation of spatial location w € W from the actuator influence function
a;(w) and the total actuation field y(w). The collection of actuators can there-
fore cause any actuation field y in the space H, = span ({a;}). The space H,
represents a restricted class of fields that is consistent with the resolution and
placement of the actuators (e.g., a class of spatially bandlimited signals, etc.).

It is critical to note here that the collection of sensors {s;} and actuators {a; }
do not share many characteristics; they can have different numbers of elements
at different locations over W. Most importantly, individual sensor and actuator
functions can have different shapes and even involve different modalities (e.g.,
temperature sensors and water delivery actuators). Consequently, H, and H,
can be very different functions spaces, and using general vector space definitions
allows us to connect sensed inputs to actuation outputs.

In order to design effective communication strategies between sensors and ac-
tuators, we need methods to analyze the relationship between individual node
activity (my and d;) and the resulting impact on signals in H, and H,. The
analysis is complicated because of the overlap between both individual sensor
receptive fields and actuator influence fields; in short, the representational el-
ements are not orthogonal. We appeal to the tools of frame theory to analyze
systems of linearly dependent sensor and actuator functions.

2.2 Frame Theory

In section 2.1 we described the sensor measurement process as a projection of a
stimulus field onto a collection of sensor representation functions. Similarly, we
described actuators generating an effect as a weighted sum of individual actuator
representation functions. In both the collections of sensors and actuators, the ba-
sic functions form a representation for a signal space (H, and H,, respectively).
The notion of representing a signal in terms of a collection of orthonormal basis
(ONB) vectors is one of the most fundamental ideas in signal processing. Though
the situation here is more complicated than an ONB, the collections of sensors
and actuators are vectors that form a similar representation for their associated
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signal spaces. In this section, we will consider a general collection of vectors {¢;}
indexed over J. Fundamental results about this generic collection of vectors will
be applied to the sensor and actuator representations in section 3.

An orthonormal basis has the property that any energy represented by the pro-
jection onto one vector will not be present in the projections onto any other vec-
tors. As a consequence, reconstructing the signal from the projections is trivial;
the projection coefficients simply weight the same vectors in the reconstruction.
However, in general, collections of sensor receptive fields and actuator influence
fields will not be orthogonal. In fact, in the most general case, these collections
of functions may be linearly dependent and no longer form a basis.

A collection of M vectors {¢;} forms a frame [12] for H if there exist constants
0 < A < B < o so that Parseval’s relation is bounded for any = € H,

Allal? < 3 ey, o) < Bllz|l®
jeg

In general, there will be more vectors than are necessary to represent H (M > N,
where N = dim (H)), meaning that the frame is redundant. When the frame
vectors are normalized ||¢>j||2 = 1 (which we assume here), the frame bounds
measure the minimum and maximum redundancy of the system and satisfy
A< A]\/{ < B. Frames were originally introduced in 1952 in the context of nonhar-
monic Fourier series [13] and later played a key role in wavelet theory [14]. They
have recently been used in many other areas, including filterbanks [15], image
processing [16], communications [17], coding [18] and machine learning [19].

The frame condition given above guarantees that the analysis coefficients ob-
tained from projecting a signal onto the frame vectors contains all of the informa-
tion necessary to synthesize (or reconstruct) the signal. Mathematically, the anal-
ysis coefficients are generated through the frame analysis operator @ : H — [2,
which is given by (@x)j = ¢; = (¢j,x). In vector notation, the collection of
all analysis coefficients 1s given by ¢ = @z. For finite dimensional frames (as in
practical systems), the operator @ is a matrix multiplication.

The adjoint of the frame analysis operator is the frame synthesis operator,

' 12 — H , given by &'c = ZjeJde)j. Because of the dependency present

between frame vectors, the same set of vectors cannot generally be used for both
analysis and synthesis. Even though &’ and @ are inverse operations in an ONB,
in general @ will not have a unique inverse. Therefore, the usual reconstruction
will not work, = # ¢'Px = je J{, ¢;)¢;. Instead, the pseudoinverse operator
@* = (@'P) " @' is used for reconstruction, z = &*dx = (¢'P) " > ier (T 95)9;.
Equivalently, we can view the reconstruction as using a different set of vectors
{¢;} called the dual set, z = 3, ;(z, ¢;)¢;. While there are an infinite num-
ber of sets of dual vectors that will work, the canonical dual set is given by
¢>J = (¢ ) ¢;. These dual vectors are also a frame for H, with lower and
upper frame bounds ( , A), respectively. Importantly, the frame and dual set
are interchangeable in the reconstruction equation,

= (g 2)b; =D (0. )05

jeJ JjeJ
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The frame bounds are related directly to the eigenstructure induced by the
frame vectors: A = Apin and B = ||&'P|| = Apax, where {\;} are the eigen-
values of (9'®). When a collection of vectors has frame bounds that are equal,
A=B= %7 it is called a tight frame. When a frame is tight, the dual vectors are

simply rescaled versions of the frame vectors, @ = }1@" A collection of vectors
is an orthonormal basis if and only if it is a tight frame with A = B = 1.

In an ONB, perturbing a measurement coefficient (including removing it en-
tirely) has a proportional impact on the reconstruction — the energy in the
reconstruction error is the same as the energy in the perturbation. The redun-
dancy present in a frame can provide a measure of robustness to perturba-
tions that is not present in orthonormal systems, but it also makes the effect
of such perturbations harder to analyze. When we apply frame theoretic mod-
els to the analysis of sensor and actuator networks, we want to know the im-
pact of reducing communication costs by using approximate coefficients in the
reconstruction.

Stated generally, we need to calculate a bound on the maximum error when
a perturbation p; is added to each frame coefficient ¢; in the reconstruction,

=73 cs(ci+pj) ¢;. Perturbations may include removing the coefficient from
the reconstruction, p; = — (¢;). The error resulting from these perturbations is

2
o = &[1* = {|>_pids| - (2)

jeJ

We recall that the dual set {%} is also a frame for H,;, and we denote the analysis
operator for the dual frame to be @. Note that the error signal recast in matrix

notation is (z — &) = 5’197 where p is the perturbation vector p = [plpg .. .lel] .

Linear algebra can yield a bound on the error,
2

= 2

[#'s]] Alpll*.

= ’<p, 55’@‘ < H@f’

Note that because the singular values of @ are the square roots of the eigenvalues
of both ({5{5’) and (5’5), it follows that Hii’ = H%’%

is a frame for H with upper frame bound ( }) and because of the relationship

‘. Because the dual set

between the eigenvalues of (5’ 5) and the frame bounds, we can finally write a

useful bound (alluded to in [20]) on the reconstruction error

2
~112 ||P||

z—z||° < . 3

o=l < ) (3)

In words, the perturbation energy is reduced in the reconstruction by at least

the minimum redundancy in the set of frame analysis vectors {¢j}. The upper

bound in equation (3) is consistent with probabilistic robustness results when
stochastic noise is added to frame coefficients [18].



8 C.J. Rozell and D.H. Johnson

3 Connecting Sensors to Actuators

Following our example of reflex behavior, actuators must generate activity using
received sensors measurements without communicating with other actuators.
The overlapping actuator influence fields prevent a purely greedy approach where
each actuator generates the locally optimal activity. Nearby actuators could be
nearly identical and wildly overcompensate their actions in a greedy approach.
Sensors must coordinate behavior (without communication) to account for the
the action field components covered by the other sensors.

3.1 Generating Optimal Actuation

To formalize this notion of coordination, we draw on our discussion of frame
theoretic models for sensors and actuators in section 2.2. We assume that the
collection of sensors represented by {sy} form a frame for H, with frame bounds
(As, Bs) and with dual functions given by {§x}. Similarly, we assume that the
collection of actuators represented by {a;} form a frame for H, with frame
bounds (A,, B,) and with dual functions given by {a;}. Note that the dual
sets {8x} and {a;} aren’t realized directly in physical systems. For example, the
sensor receptive field dual functions {5;} may have spatial characteristics that
would be impossible to build into any type of real-world sensor.

To generate coordinated behavior in the actuator network, we must neces-
sarily start with the ideal solution for generating actions. Each WSAN has
an application specific goal that defines its existence. For example, a system
might use sensed rainfall to order the diversion of floodwater or the deliv-
ery of irrigation to meet specified conditions. Though the actions necessary
to achieve the goal depend on the specific observed stimulus, the goal itself
is stimulus independent. To quantify this application goal, we assume that for
any measured stimulus field = there is a mapping T : H, — H, that defines
the ideal action field response, y = Tx. The mapping T would be determined
as a design specification for the WSAN in advance. While it may be possi-
ble to reconfigure a WSAN to perform a different application (with a differ-
ent goal) on long time scales, we assume that the goal (as quantified by T)
stays fixed.

An ideal actuator network would have each node determine action coefficients
{di} to generate the optimal response T'v = ), ; dja;. Drawing on the frame
theory results from section 2.2, the coefficients weighting the action influence
field vectors are given by the inner products between the action dual vectors and
the action signal that we are trying to generate,

dl = <(~ll,T1'>. (4)

To determine the optimal action coefficients, consider first the reconstruction
equation for the stimulus field based on the sensor measurements,

T = Z mySk. (5)

keK
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Substituting equation (5) into equation (4), the optimal action coefficients are

dl = <&1,T Z mk§k> = Z mk<&l,T§k>. (6)

keK keK
!
The conversion from sensor measurements m = [ml, ma,..., M K|] to actuator
’
intensity coefficients d = [d1,da,...,d|;|] in matrix form is d = Vm, where
! - ! - ~7! ~
4,781 ayTso--- a; T35k
~/ ~ N
a,1'3;
V=72
~! ) ~ ~! ~
a|L|T31 a|L|T5|K|

The expression in equation (6) (or equivalently the entries of V') illuminate
the form of the actuator intensity coefficients necessary to generate the optimal
total action Tz. Unfortunately, each coefficient d; is a sum including sensor mea-
surements s over all k € K; each individual actuator would require knowledge
of every sensor measurement in order to generate an optimal actuation intensity.

A scenario where every sensor in the network communicates its measurement
to every actuator would present an unreasonable communication burden on the
network — approximately |K| - |L| communication links would be necessary.
While a portion of this burden could be reduced through broadcast communi-
cation, some sensor-to-actuator links may involve several communications in a
multi-hop routing scheme. Any realistic networking scheme will have to elimi-
nate some of these communication links based on their communication cost and
their contribution to the total actuation performance. Intuitively, some sensor
measurements will be more important than others in determining an actuators
behavior. For example, a moisture sensor spatially located a long distance away
from the influence field of a specific irrigation actuator will likely have very little
relevance on that actuator’s optimal behavior coefficient. Using the frame the-
ory results presented in section 2.2 along with the vector space model of sensor
and actuator networks, we have tools for analyzing the effects of eliminating
communication links on the total actuation performance.

3.2 Limiting Communication Costs

Each entry of the matrix V indicates a communication link from a sensor to an
actuator. Before blindly reducing communications, a networking scheme must
know the importance of each possible communication. In a sensor network, per-
formance is often judged by assessing the fidelity of the information removed from
the network at representing the original sensor measurements (or the underlying
stimulus field). However, the only performance metric of any consequence in a
WSAN is the fidelity of the resulting total action.

To quantify the importance of individual communications, we must deter-
mine how the total actuation performance is affected when a communication
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is not executed. We quantify this notion of importance through the results de-
scribed in equation (3). Consider the case where for actuator I, a subset of
sensor nodes E; C K do not transmit their measurement coefficient to this
actuator. Instead of optimal actuator intensity coefficients (see equation (6)),
actuators form approximate intensity coefficients using the received sensor
measurements

Cil = Z mk<&l,T§k>. (7)

ke(K\E))

The approximate actuator intensities generate a total action field approximating
the desired optimal action Tz,

Z} = Zcilal.

leL

Generating a total action field with the approximate coefficients {dl} is equiv-
alent to performing a frame reconstruction with perturbed coefficients, as de-
scribed in section 2.2. Subtly, the actuator frame vectors are performing synthe-
sis, meaning that dual vectors (with lower frame bound 1 ) are now the analysis
set. Therefore, equation (3) relates the fidelity of the appr0x1mate actuator in-
tensity coefficients to the fidelity of the resulting total action field,

Tz~ gI[* < Ba 3" |di — o]

leL

Using equations (7) and (6), we can write the total action field error in terms of
individual sensor coefficients not communicated to actuator nodes

2

|72 - g|* < Ba Z ka (ar, T'3) (8)

leL |keE;

<Bo > Y fmulan, T (9)

leL kEE,

As we see in equation (9), the networking strategy for sensor node k can use the
value of |my{(ai, T§k>|2 to quantify the maximum contribution it would make to
the total action error by not communicating its measurement to actuator [. The
bound in equation (9) can be used to set a threshold v guaranteeing an absolute
upper limit on the actuation error.

Importantly, the form of the error bound in equation (9) isolates each com-
munication link as an independent term so that no communication overhead is
required to determine the absolute worst actuation error that can be incurred
by eliminating a communication link'. In applications where a WSAN must re-
spond quickly to critical but rare events (e.g., a fire suppression system), an

! We are assuming that the setup phase of the WSAN has given nodes information
about the relative locations of their neighboring nodes that can be used to calculate
the necessary inner product.
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absolute bound on the actuation error computed locally is probably appropri-
ate. To ensure that the actuation error is within an absolute tolerance, the active
communication links between sensors and actuators will necessarily change de-
pending on the input signal. While this dynamic decision making doesn’t impose
a large computational burden on the sensor nodes, the underlying communica-
tions network must be able to handle large fluctuations in demand for resources.

Because the sensor and actuator fields overlap and form a frame (instead of
an orthonormal basis), the contributions from two different sensor measurements
to an actuator coefficient could, in effect, “cancel” each other. Because the er-
ror bound provided in equation (9) is expressly written in terms of local sensor
node measurements, this bound favors a conservative interpretation rather than
accounting for these interactions. Given a specific communication and network-
ing scenario, it may or may not be advantageous to allow sensors to explicitly
communicate to calculate a tighter error estimate (based on the original error ex-
pression in equation 2) and coordinate their communication accordingly. While
the frame theoretic analysis paradigm introduced here would allow such an anal-
ysis, it would necessarily be specific to the application details (particularly the
communication and networking scenario).

In many settings, designing around an absolute error constraint results in a
system that is too conservative in its average behavior. To analyze the aver-
age actuation error one must assume a stochastic model for the measurements,
such as assuming that the sensor measurements have zero mean (€ [m] = 0) and
covariance matrix I,. The covariance matrix I, will be determined by a com-
bination of the the sensor receptive field properties and the distribution assumed
on x within the signal space H,. Only the first two moments of the distribution
on m are relevant, so we need not assume Gaussian distributions.

Average WSAN performance is much easier to calculate if we recast equa-
tion (8) using matrix notation. We first need to write approximate actuator
coefficients in equation (7) in terms of a perturbation of V', which captures the
ideal transformation from sensor measurements to actuator coefficients. Let the
approximate actuator coefficient be given by d=(V+V m, where the matrix

V is defined to remove inactive communication links:

(‘7) _ {— (a’ngl) ifk e E
k.l

0 ifke (K\E).

Incorporating this definition into equation (8) and taking the expectation of both
sides lets us bound the average error

& {HT@« — Qllﬂ < B,Tr [T/me/’} : (10)

where Tr[] is the trace operator.

A system designer could use equation (10) to characterize (on average) how
important a communication link between a specific sensor and actuator pair is
to generating the total actuation field. Using this information, a WSAN design
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could choose a priori which communication links between sensors and actuators
will be active in the network. Such a scheme has the disadvantage that it may
not react well to events that are large deviations from the usual behavior. The
advantages to this type of non-adaptive communication scheme in a WSAN are
that the communication resources are used more efficiently most of the time, the
network can count on a limited communication burden for any stimulus field, and
the real cost of executing individual communication links (through a possibly
multi-hop network) can be easily integrated into generating an optimal strategy.
Also, it is worth noting that the bound in equation (10) is tighter than the bound
in equation (9) (because it is based directly on equation (8)), reflecting the fact
that all of the communication links can be considered jointly when designing the
system for average error performance.

4 An Example WSAN System

As an illustrative example, consider a WSAN operating a fire suppression sys-
tem in an office building with four research labs. Each lab contains expensive
equipment, so there is a strong desire to localize the fire suppression to minimize
water damage to adjacent labs. The building space is covered with a network of 21
temperature sensors (modeled with radially symmetric, exponentially-decaying
receptive fields) and 13 actuators (modeled with an oriented and exponentially
decaying influence field), all illustrated in Fig. 1. This WSAN has 273 possible
communication links from the sensor nodes to actuator nodes. In this example
we assume an equal communication cost for each link (i.e., we would like to use
as few links as possible regardless of which links are in use).

We specified a function T" mapping the temperature inputs to an imaginary
desired fire suppression output. To illustrate that this mapping may be spatially
varying, we note that fire activity in all labs will induce fire suppression activity
along a path to the main exit. We used two sample temperature fields indicating
a fire in different labs areas (shown in Fig. 2, along with optimal responses). As
discussed in section 3, the quantity |my(a;, T'S)| determines the importance of
each communication link (sorted and plotted in Fig. 3 for these test signals). In
these signals, a threshold of v = .2 allows approximately 15 of the 273 possible

Fig. 1. Contour plot of example sensor (Far left) and actuator (Middle left) nodes.
Layout and shape of the sensor (Middle right) and actuator (Far right) nodes.
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Fig. 2. Contour plots of sample temperature fields for test signal 1 indicating a fire in
lab 3 (Far left) and test signal 2 indicating a fire in lab 2 (Middle left). Contour plots
of optimal actuation responses to the two test scenarios (Middle right and far right,
respectively). Different spatial response characteristics keep the main exits clear.

Active links: signal 1,y=0.2 Active links: signal 1, y=0.05
+ o+ + o+ + o+ + o+
kabt | * | kab 2 kab * | kab 2
+ o+ + o+ + o+
—Test signal 1 * * i *
- - Test signal 2
+ o+ L |+ +
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Exitl Exitl
Active links: signal 2,y=0.2 Active links: signal 2, y=0.05
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Communication link index Exit Exit

Fig. 3. Left: The importance measurements of each communication link (|mg{ai, T'5x)|)
are sorted and plotted for the two test signals. Right: Connection diagrams for the two
test signals under the two thresholds in the example system. Sensor nodes are marked
with a blue (+) and actuator nodes are marked with a red (*). Active connections from
a sensor to an actuator are denoted by a blue line.

communication links to be active, and v = .05 allows approximately 40 active
communication links. The resulting active communication links are shown in
Fig. 3. Close examination of the connection diagrams shows that some com-
munication choices are non-obvious; the most important sensor to a particular
actuator is not always the one with heavily overlapping influence functions.
The actuation response is generated for both test signals using threshold val-
ues of v = .2 and v = .05, and the resulting total actuation fields are plotted in
Fig. 4. The reduced communication scheme based on the thresholds resulted in
the number of active communication channels and associated percentage errors
given in Table 1. The principles discussed in section 3 allow the WSAN to gen-
erate excellent approximations to the optimal actuation field by using local rules
to activate only a fraction of the communication links. Interestingly, if we acti-
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Approximate response to signal 1:y=0.2 Approximate response to signal 1: ¥=0.05 Approximate response to signal 2: 1=0.2 Approximate response to signal 2: 1=0.05
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Fig. 4. Contour plots of actuation responses when using only a subset of possible
communication links (determined by thresholding each link’s importance to the total
actuation). Approximate responses to test signal 1 are shown when using 14 and 40
communication links (Far left and middle left). Approximate responses to test signal 2
are shown when using 17 and 45 communication links (Middle right and far right).

Table 1. Results from the example WSAN fire suppression system

v=.2 v =.05 v=.2 v =.05
Active links 14 40 Active links 17 45
Relative error  2.22% 0.04% Relative error  2.46% 0.15%
Test signal 1 Test signal 2

vate the same number of links using the more intuitive measure |my{a;, T'sy)|
the resulting actuation error increases by roughly an order of magnitude.

9

5 Conclusions and Future Work

WSANS are often discussed as a logical extension to sensor networks, but there
is little research investigating sensor and actuator systems working in concert
together. While algorithms that reduce communications and ensure data fidelity
for sensor measurements are important for many applications, they are not the
ultimate arbiter for obtaining good actuation performance. The total system
must be designed and managed with the final actuation goal in mind. Our
frame-theoretic WSAN model illustrates one strategy for taking such a holis-
tic information management view with actuation fidelity as the relevant metric.

The analytic tools we present characterize the effect of eliminating an indi-
vidual communication link between a sensor and an actuator, both in terms of
absolute (for specific sensor measurements) and average actuation error. Choos-
ing a networking strategy for eliminating communication links is both difficult
and non-intuitive. While intuition would indicate that the relationship between
the activation fields of a sensor and an actuator are the relevant quantity char-
acterizing the importance of the communication between those two nodes, our
work shows that it is the relationship between the mathematical duals of the
activation fields that captures this inherent importance. It is through these dual
functions that the relationship of the whole sensor network to the whole actu-
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ator network can be accounted for in local communications between pairs of
nodes. Characterizing the importance of individual communication links to the
overall goal points directly to how a networking strategy could weigh the costs
and benefits of each communication link to achieve the desired balance between
performance and energy efficiency. The value of our analysis is highlighted in an
example WSAN system where link activations based on the sensor and actuator
duals performed an order of magnitude better than activations based on the
simple overlap of the sensor and actuator receptive field functions.

Today we are only seeing the beginning of work in information management
in WSANS. In this work, we have given explicit upper bounds on actuation error
that can be determined locally with no cooperation between the sensors. We have
also indicated how this analysis framework could be used in a specific applica-
tion and networking scenario to investigate the benefits of allowing local sensor
coordinate their communications to an actuator. Finally, we have also derived
analogous average error bounds that could be used to design static networking
strategies for applications where that approach is more appropriate.

We are currently working on many extensions to this work. We have consid-
ered the case where perfect (analog) coefficients are sent on active communication
links. While real systems would have to use quantized coefficients, we believe that
typical quantization schemes would have only a second order effect relative to
other actions taken to limit communication (such as eliminating communication
links). However, it is more interesting to consider a variable rate communica-
tion scheme where some links could send coefficients with variable fidelity. Such
variable rate schemes could be particularly interesting as we consider incorporat-
ing information about the variable networking costs of different communication
links. We are working to more tightly integrate the costs and benefits of individ-
ual communication links to find optimal strategies for determining which links
to activate dynamically and with minimal overhead.

Finally, our system model considers a single actuation response to a set of
sensor measurements. This is something of an open-loop system because the
sensors don’t necessarily receive any direct feedback from the actuators. This
generality is appealing in many senses; our model allows sensors and actuators to
live in separate signal spaces and it may be possible that actuation is not directly
observable by the sensors. However, in many practical applications, future sensor
measurements will be affected by actuator behavior even when they operate in
different signal spaces (e.g., fire suppression actions will reduce the temperature
measured by sensors). We are working on methods for extending this work to
consider the dynamic properties of such an implicit feedback system.
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Abstract. Mobile entity navigation in dynamic environments is an es-
sential part of many mission critical applications like search and rescue
and fire fighting. The dynamism of the environment necessitates the mo-
bile entity to constantly maintain a high degree of awareness of the chang-
ing environment. This criteria makes it difficult to achieve good naviga-
tion performance by using just on-board sensors and existing navigation
methods and motivates the use of wireless sensor networks (WSNs) to
aid navigation. In this paper, we present a novel approach that integrates
a roadmap based navigation algorithm with a novel WSN query protocol
called Roadmap Query (RQ). RQ enables collection of frequent, up-to-
date information about the surrounding environment, thus allowing the
mobile entity to make good navigation decisions. Simulation results un-
der realistic fire scenarios show that in highly dynamic environments RQ
outperforms existing approaches in both navigation performance and
communication cost. We also present a mobile agent based implementa-
tion of RQ along with preliminary experimental results, on Mica2 motes.

1 Introduction

Mobile entity navigation is a crucial part of many mission critical applications
like fire fighting and search and rescue operations in disaster areas. These sce-
narios usually involve dynamic environments that make navigation dependent
on up-to-date knowledge of the changing environment. Moreover, information
about a large region around the mobile entity is required in order to achieve
good navigation performance. For example, in the case of a robot navigating a
region on fire, the robot would need real-time temperature information about
the surrounding areas in order to navigate the region without getting burnt.
Also, due to the highly dynamic and unpredictable nature of spreading fire,
temperature information of the surrounding areas would be needed frequently
for continuous awareness of the neighboring environment. On-board sensors have
a limited sensing range and hence cannot provide sufficient information required
to make good navigation decisions. Wireless sensor networks (WSNs), on the
other hand, present new opportunities to obtain frequent, up-to-date informa-
tion about a large expanse of the surrounding area. Information obtained from
the WSN can be used by the mobile entity to make good navigation decisions,
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with reduced risks. Moreover, WSNs are easily deployable and are also econom-
ically feasible. Once deployed, a WSN can serve several mobile entities and can
also be employed to coordinate the movement of multiple mobile entities.

The use of WSNs for navigation in dynamic environments presents important
new challenges. Since frequent sensor data updates are required to maintain
continuous awareness in dynamic environments, the data collection process can
induce a heavy communication workload on the WSN, which usually has lim-
ited bandwidth and energy. The resulting network contention and congestion
may cause excessive communication delay and loss of sensor data, which may
significantly affect the safety and navigation performance of the mobile entity.
Therefore, it is important to design efficient query protocols that can collect up-
dated sensor data needed for safe navigation at minimum communication cost.

In this paper, we present a novel roadmap-based approach for navigation in
dynamic environments. Our approach consists of two components; a roadmap-
based navigation algorithm for the mobile entity and a distributed query proto-
col called Roadmap Query (RQ) for the WSN. The navigation algorithm uses a
roadmap of the region, which is a virtual graph consisting of possible paths in
the region, to search for a safe path to the goal. The path is selected based on
roadmap edge weights derived from current sensor data that is collected from
the WSN using RQ. RQ achieves communication cost savings by querying nodes
only in the vicinity of the mobile entity, called query area, and by using a novel
sampling strategy that queries only a few selected nodes lying along roadmap
edges in the query area. The selective sampling strategy eliminates communica-
tion cost resulting from the collection of unnecessary and redundant data, while
still enabling RQ to provide sufficient data needed for successful navigation in
dynamic environments.

The main contributions of this paper are as follows. (1) We propose a new
approach to mobile entity navigation that integrates roadmap based navigation
algorithms with distributed query protocols; (2) We present Roadmap Query
(RQ), a robust query protocol optimized for navigation in highly dynamic en-
vironments; (3) We provide a mobile agent based implementation of a sensor-
network assisted navigation system on Mica2 motes; (4) We show through simu-
lations that RQ achieves better navigation performance than existing protocols
at only a small fraction of communication cost, in face of realistic fire scenarios
and node failures.

2 Related Work

Several methods for robot navigation have been proposed in the past. These
methods either assume a priori knowledge of the environment or use on-board
sensors to avoid obstacles. A priori knowledge of the environment is not helpful
in dynamic environments while on-board sensors have a limited sensing range
and hence do not provide information about a sufficiently large region. Recent
work in this area suggests integrating WSNs with mobile entities to enable nav-
igation in dynamic environments. The proposed methods fall into two distinct
categories.
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The first category uses some form of global flooding initiated by the goal, the
obstacle or the mobile entity itself. While this approach is effective in relatively
static environments, it is unsuitable for dynamic environments since the need
to constantly maintain a high degree of awareness of the changing environment
(e.g., a spreading fire) would cause frequent flooding of the network. Thus, this
approach may suffer from high communication cost and network contention,
which would lead to poor navigation performance. It also wastes energy, thereby
decreasing network lifetime. Protocols suggested in [1] and [2] fall into this cat-
egory. Both protocols construct global navigational fields to guide the robot to
the goal. In [1], the goal generates an attractive potiential field that pulls the
robot towards the goal, while an obstacle generates a repulsive potential field
that pushes the robot away from the obstacle. We will henceforth refer to this
method as the Dartmouth Algorithm (DA). Unlike DA, the method in [2] uses
value iteration to compute the magnitude of directional vectors that guide the
robot to the goal. The approach presented in [3] addresses navigation of mobile
sensor nodes, to increase coverage of event locations. In this approach, the goal
(an event location) initially floods the network to locate a suitable mobile sensor
node. Mobile sensor nodes respond to the flood by sending a response to the
goal. The protocol then creates a navigation field around the path taken by the
response, to draw the mobile node to the goal. Since the navigational field is
only around a path that does not change until the goal changes, this approach
cannot efficiently handle dynamic obstacles. Unlike the above approaches, the
approach used in [4] assumes that a path already exists in the network, and
uses controlled flooding to guide the robot to the start of the path, after which
the robot follows the path. This approach is not applicable to dynamic environ-
ments where an initially safe path may quickly become unsafe due to changing
conditions.

The second category of protocols do not use global flooding but instead use
a local query strategy to achieve navigation. Our earlier work, presented in [5],
which we will henceforth call Local Query (LQ), falls into this category. In LQ,
the path from the start to the goal is built incrementally as the mobile entity tra-
verses the region, by querying all nodes in the vicinity of the mobile entity. This
approach avoids global flooding by making local decisions. While this method
is more efficient than global flooding in a dynamic environment, it still wastes
significant amount of energy and bandwidth by unnecessarily collecting informa-
tion from all nodes in the query area. In contrast, RQ uses a selective sampling
strategy to collect only necessary information, which is dependent on the envi-
ronment and changes with it. As a result of this strategy, RQ achieves better
navigation performance than LQ at only a small fraction of LQs communication
cost (shown in Section 7). This feature makes RQ especially suitable to resource-
constrained WSNs. Furthermore, LQ ignores the issue of sensor node failures. In
contrast, RQ is designed to handle sensor node failures caused by dynamic ob-
stacles (e.g., being burnt by fire). The robustness of RQ is crucial in such harsh
environments where nodes can be easily destroyed. Another new contribution of
this work is that unlike LQ, which was implemented in native code, RQ has been
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implemented using mobile agents that can dynamically reprogram nodes in the
current query area as the mobile entity moves. An important advantage of our
mobile-agent-based implementation is that it enables the adaptive deployment
of navigation applications into pre-deployed WSNs with limited resources.

3 Problem Formulation

The navigation problem that we address in this paper is to find a safe path for a
mobile entity through a sensor field from a start point p, to a goal point p,. We
define a safe path to be a path that is clear of dynamic obstacles, i.e., obstacles
whose location or shape changes with time (e.g., car, fire).

In this paper, we consider fire as the representative example for a dynamic
obstacle. Thus, the temperature of the region traversed by the mobile entity is a
function of time and is affected by the location and movement of fire. In this case,
the problem can be restated as that of finding a safe path for a mobile entity,
from start to goal, without the mobile entity getting burnt. The mobile entity is
assumed to get burnt if the temperature at its location is higher than a threshold
Apurn. A safe path is now redefined as one where the maximum temperature
along the path taken by the mobile entity remains below the threshold Ap,
while the mobile entity is on the path. Even though our solution is designed
assuming fire as the dynamic obstacle, it can be generalized to other types of
dynamic environments where safety is defined by changing sensory values (e.g.,
chemical spills, hazardous gas and air pollution).

We make the following assumptions in the paper: (i) Nodes are location aware.
(ii) The mobile entity communicates with the WSN through an on-board gateway
device (e.g., PDA) (iii) Nodes have a limited sensing range Rg. Rg is chosen such
that if the temperature sensed by a node is below the threshold Ar, then the
temperature at any point within the sensing range is below the threshold Apy;p, .
Hence, edges with nodes having temperature above A are unsafe. The sensing
range is thus dependent on the tunable parameter Ap. A lower Ap results in a
longer sensing range.

4 Navigation Algorithm

Our navigation algorithm adapts the roadmap method that is commonly used
for navigation in robotics, to make it more suitable for dynamic environments
and for integration with WSNs. The roadmap method builds a roadmap of the
region and uses it to find a path from the start to the goal. It only considers
paths on the roadmap instead of all possible paths in the region and hence,
has low computational complexity. Furthermore, it is particularly suitable for
WSN assisted navigation, since it reduces the amount of sensor data that must
be collected from the WSN by requiring information only along the roadmap
edges.

Thus, our navigation algorithm first constructs a roadmap of the region and
then incrementally finds safe sub-paths (consisting of roadmap edges) leading to
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Fig.1. Working of the Navigation Algorithm. The figures show the grid roadmap.
Roadmap vertices and sensor nodes are depicted by black dots and gray dots, respec-
tively. The start and goal are denoted by S and G respectively. The gray shaded regions
denote fire. Figure (a) shows the generated roadmap. Figure (b) shows the sub-path
selected (dotted arrow) within the query area (shown by the circle). The solid arrows
show the path taken by the robot to reach its current location.

the goal. Sub-paths are selected based on edge weights that are repeatedly up-
dated using temperature information obtained from the WSN, through RQ. The
detailed working of our navigation algorithm is as follows. After constructing
the roadmap, the mobile entity issues a query to obtain the maximum tem-
perature along the roadmap edges lying within the query area. We assume a
circular query area of query radius Ry, centered at the current location of the
mobile entity p.(t). After issuing the query, the mobile entity waits for a time
Ty, to receive the query result which contains the maximum temperatures along
the roadmap edges within the query area. At the end of the wait period T,
the mobile entity computes the edge weights based on the temperature infor-
mation obtained and finds a safe sub-path to the goal. If the mobile entity
finds a safe sub-path, it starts moving along the sub-path. Otherwise, it re-
issues the query. This entire process is repeated every time the mobile entity
reaches the end of a sub-path, until it safely reaches the goal. Note that the
navigation algorithm handles the dynamics in the environment by generating
the path incrementally, based on fresh information collected from the current
query area.

Thus, the roadmap navigation algorithm has three stages, (i) roadmap gen-
eration, (ii) roadmap edge weight assignment and (iii) sub-path selection. The
roadmap generation stage occurs at the start of the navigation process while the
roadmap edge weight assignment and sub-path selection stages, occur repeatedly
till the mobile entity reaches the goal safely. These stages are discussed next.

(i) Roadmap generation: We use a grid as the roadmap, as shown in Fig-
ure 1(a), where the grid points form the roadmap vertices and the edges form
the roadmap edges. Note that the grid points are virtual points that are placed
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in space, without considering sensor locations. Traditional roadmap methods
(e.g., Probabilistic Roadmap Methods [6]) randomly choose points in space and
connect them to construct a roadmap. A benefit of using a grid is that roadmap
information can be easily included in a query message without significantly in-
creasing the message size (see Section 5.1). The grid size is a tunable parameter
that is a tradeoff between communication cost and navigation performance.

(ii) Roadmap edge weight assignment: The roadmap edge weights are used
to find a short, safe sub-path on the roadmap that leads to the goal, as the mobile
entity traverses the roadmap. In order to balance path safety and path length,
we use an edge weight function that is a weighted function of the normalized
maximum edge temperature and the normalized edge length. The maximum
edge temperature is provided by the RQ protocol that queries the WSN. The
weight of an edge e is thus

be —a le
We:{zsAM)—i_(l )(L) ijﬁi (1)

where 6, is the maximum temperature on e based on recent query results, [, is
the length of e, Ay is the maximum possible temperature, L is the maximum
edge length among all roadmap edges E and o < 1 is the weight given to the
temperature field. The tunable parameter « determines the tradeoff between
safety and path length. ¢, in equation 1 is obtained from the query result and
is approximated as 6. = max(ds),s € S, where S is the set of nodes that cover
edge e and 6, is the temperature at a sensor s € S. A sensor is said to cover an
edge if the edge or part of the edge lies within its sensing circle. On the other
hand, an edge is said to be covered if certain points on the edge are covered. The
points on the edge that need to be covered are determined by the query protocol
and will be discussed later. If an edge e is not covered by the nodes that respond
to the query, then W, is pessimistically set to oo so as to avoid traversing that
edge.

Edge weights are timestamped and expire after a certain interval Acgp. Aezp
should be chosen carefully, since a large Aczp will not account for the dynamism
of the environment while a small A.,;, may cause the mobile entity to oscillate.
Thus, at the end of a query the edges within the query area have edge weights
based on up-to-date temperature information obtained from the query result
while the edges in the past m query areas have edge weights based on old tem-
perature data, where m depends on Aggy. All other edges have weights based
only on the edge length.

(iii) Sub-path selection: A sub-path consisting of edges lying within the query
area is selected by running the Dijkstra’s shortest path algorithm [7] on the
roadmap. The result of the Dijkstra’s algorithm is a path with the least weight
from the mobile entity’s location to the goal, at that instant. The sub-path
consisting of edges within the query area, is extracted from this least-weight
path. This stage is illustrated in Figure 1(b).
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5 Roadmap Query

In this section, we present the RQ protocol. RQ collects updated temperature
information from nodes covering the roadmap edges in a query area. It is issued
by the navigation algorithm, every time the mobile entity reaches the end of a
sub-path, until the mobile entity reaches the goal. In addition, to improve safety,
it is also issued when the temperature at the mobile entity location rises above
the threshold Ap. The temperature at the mobile entity location is obtained
using an on-board sensor.

5.1 Basic Roadmap Query Protocol

RQ minimizes the communication workload on the network by reducing the
number of nodes involved in the query process. This is achieved by optimizing
the query protocol in accordance with the roadmap-based navigation algorithm.
Since the navigation algorithm requires the maximum temperature only along
the roadmap edges, the query message, is forwarded only along the roadmap
edges lying within the query area. Moreover, due to the high density of sensor
nodes, the query message is not forwarded by all nodes along an edge, but only
by some selected nodes. These selected nodes form a backbone of nodes along
the roadmap edges that fall within the query area and are called backbone nodes.
RQ requires all backbone nodes to respond to the query. Nodes that hear the
query message but are not on the backbone, respond to the query only if they
satisfy a certain criteria and are called non-backbone nodes. The backbone and
non-backbone nodes form a tree structure with the mobile entity as the root.
The formed tree is used to aggregate and deliver the query results to the mobile
entity. Thus, RQ reduces communication cost not only by reducing the number
of nodes that forward the query message but also by reducing the number of
nodes that respond to a query, within a query area.

In order to achieve communication cost reduction, RQ requires the queried
nodes to have knowledge of the roadmap and to maintain 2-hop neighborhood
information. Since we use a grid as the roadmap, the first requirement is eas-
ily met by including the location of the bottom left corner of the grid and the
grid square size in the query message. Each queried node uses this informa-
tion, to calculate the grid points and edges. The second requirement requires all
nodes in the network to maintain 2-hop neighborhood information which may
introduce some overhead. Neighborhood information is maintained through hello
messages [8], which contain the ID of the sending node and the IDs of its 1-hop
neighbors. Hello messages are broadcasted periodically by each node at an in-
terval called the hello period. On receiving a hello message, the receiving node
records the sending node as its neighbor and also stores the neighborhood infor-
mation of the sending node. Each entry in the neighborhood table is associated
with a timestamp that corresponds to the time the most recent hello message
was received from that neighbor. The timestamp field is used to detect failed
neighbors. We have described a simple neighborhood management technique but
more sophisticated techniques [9] can also be used. Note that similar neighbor-
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1. if Query message received

2. Accept if in current query area.

3. Set sending node as parent.

4 Set h; to hop count in msg plus 1.

5 Apply forwarding rule to see if msg should be re-broadcasted.

If yes, re-broadcast msg.
6.  Apply reply rule to see if query result should be sent. If yes,

calculate time to send result and set timer SendTimer to time-

out at the right time.
7. else if Query reply received

8.  if result not yet sent then store else discard.
9. else if SendTimer timed out
10. Send aggregated Query result to parent.

Fig. 2. Roadmap Query (RQ) Algorithm

hood information is also required by other common services such as routing and
power management.

RQ uses two rules to determine which nodes should forward the query message
or respond to the query. We call the rule that determines if a node should forward
the query message, as the forwarding rule and the rule that determines if a
node should respond to a query, as the reply rule. The forwarding rule identifies
backbone nodes while the reply rule identifies non-backbone nodes.

Forwarding Rule: By the forwarding rule, if a node receives a query message
that is being propagated along edge ¢ = pcipes wWhere p.; and p., are the
endpoints of the edge, and the arrow denotes the direction of query message
propagation, then, the node rebroadcasts the message only if it covers edge
e and is the closest to p., among its neighbors that can also hear the same
query message. A node knows if a neighbor can hear the same query message by
checking its neighborhood table that contains 2-hop neighborhood information.
Note that, by this method, only a few nodes along the edge, called backbone
nodes, rebroadcast the query message. Thus, some nodes do not rebroadcast the
query message, thinking that another node that is closer to the endpoint will
rebroadcast the message. These nodes listen for a certain time interval to see if
the query message is rebroadcasted. If the query message is not rebroadcasted
within this time, these nodes rebroadcast the message. This method takes care
of situations where the node selected to rebroadcast the query message does not
receive the query message due to collision or other factors.

Reply Rule: The reply rule states that a node should send a query reply, if (i) it
is a backbone node, or, (ii) its temperature is above Ap and it covers a roadmap
edge that falls within the current query area. The first condition draws query
results from the minimum number of nodes that entirely cover all roadmap edges
within the query area. The second condition identifies non-backbone nodes and
adapts the number of nodes responding to the query, according to the danger
level. This condition enforces the safety of the path by drawing query results
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Fig. 3. Working of RQ protocol. The figures show the backbone (colored black) and
non backbone nodes (colored dark gray) in a query area (solid black circle) centered at
B. Roadmap edges within the query area are colored black. Figure (a) shows the query
message (solid arrow) and query reply (dotted arrow) propagation along edges BA
and BC. The shaded region represents a region with temperature above the threshold.
Figure (b) shows a possible case where RQ fails. The shaded region represents very
high temperature at which all nodes in the region (crossed out) have failed. In this
case, even though the fire spreads across edge BC, the mobile entity considers BC safe
since it hears from enough active nodes with temperatures below Az, that cover BC.

from nodes if they sense a dynamic obstacle (e.g. fire) near roadmap edges lying
within the query area.

Given these two rules, RQ works as follows. On receiving a query message,
a node ¢ that lies within the query area, sets the sending node j as its parent,
if the link between the nodes is symmetric and sets its hop count h; to h; + 1
where h; is the hop count of the sending node and is contained in the query
message. The hop count is used to send the query results at a time that facilitates
data aggregation. Node ¢ then applies the forwarding rule to determine if it
should rebroadcast the message. If it is required to rebroadcast the message,
it rebroadcasts the message and then applies the reply rule to determine if it
should respond to the query. If it needs to respond to the query, it calculates
the time ¢, at which the result needs to be sent and sets a timer to timeout
at that time. When the timer times out, node ¢ sends its parent an aggregated
query result, deduced from its information and the information obtained from its
children. If node ¢ and its children are along the same edge, the M AX function
is applied to the sensor readings. Otherwise, the results are just merged into one
message.

The query reply time ¢, is calculated such that it facilitates data aggregation
and is set to tg + h";l”_hi x Ty, where tp is the time at which the mobile
entity sends the querym;éQuest and h,,q. is a tunable parameter denoting the
maximum possible hop count within a query area. Thus, a node waits for time
interval T,. = t,. — t., where t. is the time at which the node receives the query



26 S. Bhattacharya et al.

message, to receive query replies from its children. The RQ algorithm is shown
in Figure 2 and is illustrated in Figure 3(a).

Figure 3(a) illustrates different aspects of the RQ protocol. (i) It shows the
backbone (colored black) and non-backbone (colored dark gray) nodes selected
by the RQ protocol in response to a query issued by a robot positioned at B.
The resulting query area is shown by a solid circle centered at B. The roadmap
edges lying within the query area are colored black. (ii) The figure illustrates the
query message (solid arrow) propagation along edges BA and BC. The query
message is propagated from node 2 to node 3, to node 4 and then to node 6
and finally to node 7 along edge BA. The query message propagation along
edge BA stops at node 7 since it covers endpoint A, i.e. A lies within node 7’s
sensing range (shown by dotted circle centered at 7). Node 7 then propagates
the message along the adjoining roadmap edges in the query area. Note that
the query message is forwarded by node 4 and then by node 6 and not by
node 5. This is because of the forwarding rule. When node 5 hears the query
message from node 4, it sees that it has a neighbor, node 6, that is also node
4’s neighbor (hence, it must have also heard the query message) and that is
closer to endpoint A. Thus, by the forwarding rule it does not rebroadcast the
query message. (iii) The figure illustrates the outcome of the reply rule when a
portion of the query area (shaded region) has temperature above the threshold.
By the reply rule, nodes 14, 15 and 16 in this area must reply to the query,
since their temperatures are above the threshold and they cover a roadmap edge
lying within the query area. These nodes are thus, non-backbone nodes. (iv) The
query reply (dotted arrow) propagation along edges BA and BC is also shown.
Note how a non-backbone node, node 16, becomes a leaf node, under parent
node 10.

5.2 Extension to Handle Node Failures

Robustness to node failures is especially important in dynamic environments
since nodes can be destroyed by harsh environments such as fire. The basic RQ
protocol cannot handle certain situations arising due to node failures, as shown in
Figure 3(b). In the figure, the shaded region depicts a spreading fire, that burns
nodes in the region. Due to node failures, edges BE and EC are not covered by
working nodes. Hence, the robot does not receive sufficient information about
these edges and considers them unsafe. However, edge BC is completely covered
since even though the fire burns node 11, node 13 (which is unaware of the nearby
fire) takes its place in forwarding the query message, thus giving the robot the
false impression that the edge is safe. If the robot were to choose to traverse
edge BC, it would collide with the dynamic obstacle, the fire, and get burnt.
This scenario shows the importance of fault-tolerance in dynamic environments.
Therefore, we extend RQ to avoid such situations.

In order to make RQ fault-tolerant we include node failure information in the
query results. The mobile entity, uses this information to avoid paths with failed
nodes, assuming that node failures are due to destruction by fire. Node failure
information is obtained, by requiring nodes to send a list of failed neighbors that
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cover roadmap edges in the current query area, along with their sensor reading.
Also, the reply rule is modified slightly such that nodes now send a query reply
if (i) they are backbone nodes, (ii) their temperatures are above a threshold and
they cover a roadmap edge lying within the query area or (iii) they have failed
neighbors that cover roadmap edges lying within the query area.

It can be seen that with these modifications RQ is successful in situations like
the one depicted in Figure 3(b). This is because, by the modified reply rule, the
robot is informed about the failed nodes 11 and 16 by either node 10, node 12 or
node 13. Since node failure is assumed to be due to destruction by fire, the robot
infers that the edge BC is not safe and does not traverse that edge. Thus, the
modifications make RQ robust to situations where the fire destroys only some
nodes along an edge leaving enough working nodes with temperatures below A
to cover the edge, which would give the mobile entity the false impression that
the edge is safe.

The modified RQ protocol depends on node failure information, which is easily
obtainable. Since each node maintains a neighborhood table and receives periodic
hello messages from its neighbors, a node knows if a neighbor has failed, if it
hasn’t heard from the neighbor in n hello periods. The choice of n has to be
made carefully, since a lower value of n will result in more false positives while
a higher value of n will result in delayed awareness of danger, thus leading to
poor navigation performance. In our simulations, we set n = 2.

5.3 Analysis

In this section, we show that RQ successfully gathers the information required by
the navigation algorithm within a query area, under the following two conditions.
The first condition is a sensing covered network. In a sensing covered network,
every point in the region is covered by at least one sensor. Without this network
property, it is impossible to guarantee that a roadmap edge is covered by any
sensor at all. A sensing covered network is desirable, as it increases the mobile
entity’s awareness of the surroundings thus improving its navigation path.

The second condition is the double range property, by which, the communi-
cation range Rc of a node is at least twice the sensing range Rg of the node,
i.e., Ro > 2Rg. The double range property guarantees network connectivity in
a sensing covered network [10] and hence is a desirable property for such net-
works. Since the sensing range depends on the temperature threshold Ar, we
can achieve the double range property by selecting an appropriate Ar.

Query message propagation in RQ, starts at a node s that receives the query
message from the mobile entity and is closest to the mobile entity’s location.
From node s, the query message is forwarded along edges covered by s and then
along edges that are connected to them, and so on. Message propagation from one
edge to another occurs at nodes that cover the intersection point of two or more
edges. Note, that only roadmap edges that completely lie within the query area,
are considered per query. Since these edges lie completely within the query area,
they form a connected subgraph. Given the above, we can prove that “Given a
sensing covered network with Ro > 2Rg, every node covering a roadmap edge
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lying completely within a query area receives the query message from the mobile
entity, under RQ”. The proof [11] is omitted due to space limitations.

This property of RQ is very useful in environments that do not cause node fail-
ures (e.g., chemical spill and air pollution). Environments like fire that cause node
failures violate the sensing coverage condition, in which case RQ only provides best
effort service. We note that it is extremely difficult to provide any guarantees in the
presence of node failures. However, as shown in our simulations, RQ still provides
sufficiently good performance in a number of realistic scenarios.

6 Implementation

We implemented the basic RQ protocol on Agilla [12,13], a mobile agent mid-
dleware for the TinyOS [14] platform. A mobile agent based implementation
enables RQ to be used in a pre-deployed WSN without requiring the RQ pro-
tocol to be pre-installed on the WSN. A WSN running some other application
can be quickly re-utilized to run the RQ protocol by just injecting mobile agents
containing the protocol into the network. The capability to flexibly reprogram
a WSN for a different application is particularly important to WSNs that have
limited storage and long operational lifetime [12, 13, 15]. For example, a WSN de-
ployed in a building for temperature monitoring can be quickly re-programmed
to run the RQ protocol in case of a fire emergency. The RQ protocol can then
be used to guide people safely out of the building.

An Agilla application consists of one or more mobile agents that coordi-
nate with each other, to achieve application-specific behavior. An agent is pro-
grammed using a high-level language supported by Agilla. Agilla provides primi-
tives for an agent to move and clone itself from sensor node to sensor node while
carrying its code and state, effectively reprogramming the network. New mobile
agents can be injected onto a sensor node, thereby allowing new applications to
be installed after the network has been deployed. To facilitate inter-agent coor-
dination, Agilla maintains a local tuple space and neighbor list on each sensor
node. Multiple agents can communicate and coordinate through local or remote
access to tuple spaces. Prior experiences with Agilla have demonstrated that it
can provide efficient and reliable services needed by highly dynamic applications
such as fire tracking [13].

6.1 RQ Using Agents

In the agent based implementation of RQ, the mobile entity injects an explorer
agent into the network that collects the edge weights and delivers them to the
mobile entity. Once injected into the network, the explorer agent clones itself
on nodes lying along the roadmap edges according to the forwarding rule. The
reply rule is applied to determine the agents that need to respond to the query.
The agent migration sets up a tree structure along the roadmap edges within
the query area, which is used to collect the query result. Per node query results
are aggregated such that a list of per-edge-maximum-temperatures is forwarded



Roadmap Query for Sensor Network Assisted Navigation 29

I e Mo

(a)

Fig. 4. (a) Experimental environment. (b) The robot avoids the initial path (dotted
line) and follows a safer path (solid line) when the fire spreads.

along the tree branches to the mobile entity through remote tuple space opera-
tions. The mobile entity processes the query result and takes appropriate action
as explained before.

6.2 Experiments

We used a Pioneer-3 DX robot by ActiveMedia [16], as the mobile entity in our
experiments. The robot controller carried a mote as a communication interface
to a WSN consisting of Mica2 motes. The WSN was arranged in a 4x4 grid, with
a grid square length of 2 meters, as shown in figure 4(a). Each node was assigned
an (x,y) coordinate based on its position in an euclidean co-ordinate system. In
the figure, the node in the lower-left corner was assumed to be the origin of the
co-ordinate system with coordinate (Om, Om). The coordinate of the node in the
upper-right corner is therefore (6m, 6m).

The goal of the robot, in the experiments, was to move from (Om, 1m) to
(7m, 7m) while avoiding the fire. Experiments were conducted with two types
of fire: (a) static fire, and (b) dynamic fire. In the static fire experiments, the
temperatures of the motes were fixed throughout the experiment. Fire was simu-
lated by assigning predefined high temperature values (70°C') to motes located at
(Om, 2m), (2m, 2m), (6m, 2m), (4m, 4m), and (6m, 4m) (motes with white dots
in Figure 4(a)), and 30°C to the remaining motes. Dynamic fire was simulated
by assigning the same predefined values as in the static fire, but the values were
changed during the experiment. More specifically, the temperature of the mote
located at (2m, 4m) was increased while the temperature of the mote located at
(2m, 2m) was decreased, thus simulating a fire spreading northwards.

Static fire. The path found in this scenario is shown as the dotted line in
figure 4(b). As is seen, the robot successfully avoids dangerous places by staying
close to motes with normal temperature.

Dynamic fire. The dynamic fire scenario shows the reaction of the robot when
the fire changes location. In this case, the robot follows the same path as the
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(a) Initial state. (b) GQ (c) RQ - intermediate (d) RQ - final

Fig. 5. Path selected by GQ and RQ. (a) Initial state of the environment. The circle
depicts the mobile entity; the cross at the bottom left corner marks the starting point;
and the cross at the top right corner marks the goal. The blue region represents the
safe region and has temperature below 60°C. The red and green regions represent fire
with temperature above 150°C and above 60°C, respectively. (b) Mobile entity gets
burnt on path selected by GQ. (c) Mobile entity incrementally builds path in RQ. (d)
Mobile entity safely reaches the goal on path built by RQ.

static fire until it reaches (4m, 2m). At this point, the fire at (2m, 2m) moves to
(2m, 4m). The robot then successfully finds a new path to avoid the fire. This
scenario is illustrated in figure 4(b). The solid line shows the path followed by
the robot, while the dotted line represents the initial path.

These experiments demonstrate that a robot can use our agent based imple-
mentation of RQ, to successfully find a safe path in the presence of dynamic
obstacles. We further evaluate the performance of RQ and compare it with ex-
isting approaches through simulations under realistic fire scenarios.

7 Simulation Results

In this section, we present the results obtained from simulations in NS-2. We
evaluate and compare RQ with existing protocols, using 9 different realistic fire
scenarios, obtained using the NIST Fire Dynamics Simulator (FDS) [17]. In all
the scenarios, the fire starts in different locations scattered over the region and
then spreads over the region over time. This behavior presents two different en-
vironments, (1) which is very dynamic and occurs when the fire is still spreading
and most of the region is still not on fire, and (2) which is less dynamic and oc-
curs when a large part of the region is already on fire. We test the performance
of the algorithms in both environments, by starting the mobile entity at two
different times of 50s and 200s, after the fire starts spreading.

We evaluate the RQ protocol both with and without the extension for handling
node failures to observe the difference in performance caused by the extension.
We refer to the basic RQ protocol as B-RQ and the RQ protocol with the exten-
sion as Robust RQ (R-RQ). We also compare our protocol to other approaches
like LQ [5], DA [1] and Global Query (GQ). LQ uses local flooding while DA
and GQ use global flooding. LQ and DA were discussed earlier in the related
works section (Section 2) and hence are not described here.
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In GQ, the mobile entity broadcasts a query message, which is flooded
throughout the entire network. On receiving the query message, the nodes re-
spond with their location and temperature. These responses are aggregated and
delivered to the mobile entity which uses the data to compute the edge weights
of all roadmap edges in accordance with Equation 1 to obtain a complete path
from the start to the goal. Since this method employs global data collection, it
has a high communication cost. In addition, it also suffers from a long query
latency, which significantly reduces a mobile entity’s awareness of the region.
This leads to situations where the mobile entity gets burnt while traversing a
path that changes from being safe to being unsafe, due to lack of awareness
of the changing environment. This situation was observed in a simulation run
and is shown in figures 5(a) and 5(b). The white line in Figure 5(b) depicts the
safe path that is initially computed by the mobile entity. As the mobile entity
traverses the path, a part of the path is engulfed by fire. The mobile entity is
unaware of this until it is very close to danger, at which point it stops moving
and issues a query to find a safe path. However, due to the significant query
latency, the fire spreads to the location of the mobile enitity and burns it, before
it finds a safe path. The outcome of using the RQ protocol for the same scenario
is shown in figures 5(c¢) and 5(d). Since the RQ protocol uses local queries with
low query latency (due to low communication cost) it computes successive safe
sub-paths that successfully lead it to the goal, around the regions on fire.

Each simulation was run with 900 nodes uniformly distributed in a 450m x
450m area. The mobile entity’s velocity was set to 3m/s and a 5x 5 grid was used
as the roadmap, with each grid square, measuring 90m x 90m. The communica-
tion range and bandwidth of the nodes were set to 45m and 40kbps, respectively.
The sensing range of the nodes was obtained using the maximum temperature
gradient 6T at the border of a fire. Thus Rg = A”“%"T_AT. 0T was found to be
4.5°C/m from the simulation scenarios. Ap and Ay, were set to 60°C' and
150°C, respectively, assuming a robot as the mobile entity. These settings result
in Rg = 20m, which satisfies the double range property (Rc > 2Rg). The query
radius (Ry) of B-RQ, R-RQ and LQ was set to 90m in all the simulations, since
it was experimentally found to be optimal. Performance under different query
radii is omitted due to space constraints but can be found at [11].

As mentioned in Section 4, an edge is considered covered if certain points on
the edge are covered. The selection of the points differs with the query protocol.
Since LQ and GQ query all nodes within a query area, any number of points
(> 2) on an edge can be considered in these algorithms. Note that the query area
in LQ is a circle (of certain radius) centered at the mobile entity location while
the query area in GQ is the entire region. In our simulations of LQ and GQ,
we considered coverage of five equidistant points on an edge to indicate edge
coverage. However, since fewer nodes respond to queries in RQ, we considered
coverage of only the endpoints of an edge to indicate edge coverage in RQ.

The wait time T,, during which the mobile entity waits for the query results,
reflects the query latency in LQ, GQ and RQ. Based on experimental results,
it was set to a value that permitted at least 90% query results to be received
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Fig. 6. Performance comparison in the absence of node failures

by the mobile entity, in these protocols. RQ achieves a query latency that is ap-
proximately half of that of LQ, due to its low communication cost (Figure 6(c)).
Correspondingly, T;, was set to 10s in RQ, 20s in LQ and 250s in GQ.

We use the following metrics to evaluate the performance of the different al-
gorithms. (1) Success Ratio, defined as the ratio of the number of scenarios in
which the mobile entity safely reaches the goal to the total number of scenarios.
This is the most important metric for the application. (2) Path Traversal Time,
defined as the average time taken by the mobile entity to reach the goal, over
scenarios where the mobile entity successfully reaches the goal in all protocols
being compared. The path traversal time includes the query latency (which de-
pends on the performance of the query protocol) and the time that the mobile
entity spends in navigation. (3) Communication Cost, defined as the average
number of messages sent per scenario, over scenarios where the mobile entity
successfully reaches the goal in all protocols being compared.

In the following subsections, in addition to the average results, we also present
90% confidence intervals. Confidence intervals are not provided for the case where
the robot start time is 200s and there are no node failures, since there are only
two scenarios where the mobile entity safely reaches the goal in all protocols
being compared.

7.1 Performance in the Absence of Node Failures

Performance Comparison. In this sub-section, we compare the navigation
performance and communication cost of GQ, LQ, B-RQ and DA, in the absence
of node failures. Since R-RQ is designed specifically to handle node failures, we
do not include it in this section.
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Success Ratio : Figure 6(a) shows the success ratio of the different protocols at
start times 50s and 200s. As seen in the figure, B-RQ performs better than all
the other algorithms and enables the mobile entity to safely reach the goal in all
tested scenarios. LQ does not perform as well, because unlike B-RQ), it queries
all the nodes in a query area and hence incurs a long query latency, which slows
down the mobile entity’s progress towards the goal. As a result, the mobile entity
sometimes gets caught up amidst the spreading fire with no safe path leading to
the goal, or gets burnt while waiting for the query results.

The success ratio of GQ is the lowest. This is because GQ does not update
the selected path to the goal based on the changing environmental state. At a
start time of 50s, the mobile entity usually gets burnt due to lack of awareness
of the fire encroaching the chosen path. On the other hand, at a start time of
200s, the mobile entity usually fails to obtain a safe path, because, by the time
the mobile entity obtains the query results, which can take as long as 250s,
most of the region is already engulfed by fire, disconnecting the start from the
goal. The success ratio of DA is lower than that of B-RQ and LQ, because of
high data loss due to contention caused by the high communication cost of DA
(Figure 6(c)).

Path Traversal Time : Figure 6(b) shows the path traversal time obtained by the
different protocols. We see that DA achieves the least path traversal time. This
is because DA has very low query latency compared to the other algorithms,
as it requires the mobile entity to query only nearby nodes. The path traversal
time of B-RQ is comparable to that of DA. This is because, B-RQ also has a
low query latency, since it queries only a few nodes per query. LQ and GQ,
on the other hand, have longer path traversal times, since they query a large
number of nodes and hence have long query latencies. Since all protocols achieve
similar path lengths (shown in [11]), the difference in the path traversal times is
dominated by the difference in query latencies.

Communication Cost : A comparison of the communication cost is presented
in Figure 6(c). DA has an extremely high communication cost, since it requires
all nodes in the network to maintain the potential fields, resulting in frequent
flooding of the entire network caused by the spreading fire. In comparison, B-RQ
has the least communication cost, since it queries only a few nodes that lie along
the roadmap edges in a query area, per query. The extent by which RQ reduces
the number of nodes that participate in a query, in comparison to LQ is shown in
Figure 6(d). The figure shows that the number of nodes that forward the query
message, per query in RQ, is only about 25% that of LQ and the number of nodes
that send a query reply, per query in RQ, is only about 40% that of LQ. Thus,
the total number of nodes that participate in a query in RQ is only about 40%
that of LQ, on average. This significant reduction in the number of participating
nodes per query is the reason behind the dramatic reduction in communication
cost achieved by RQ. This saving is found to be 73% for a start time of 50s
and 63% for a start time of 200s, from Figure 6(c). As a result of the reduced
communication cost, RQ also has a lower query latency in comparison to LQ
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(almost 50% that of LQ), thus increasing its navigation performance, in terms
of success ratio and path traversal time. This implies that greater the dynamism
of the environment, the better will RQs performance be, in comparison to LQ.
Another positive outcome of reducing the number of nodes participating per
query is that when coupled with a power management protocol, it enables more
nodes to sleep, thereby increasing network lifetime.

As expected, B-RQ also achieves huge communication cost savings over GQ.
In particular, it achieves 70% and 62% lower communication cost for a start time
of 50s and 200s, respectively. Note that, the large differences in communication
cost between B-RQ, LQ and GQ, are not clearly visible in Figure 6(d), due
to the logarithmic scale. The low communication cost of B-RQ is one of its
main advantages, which enhances its navigation performance and also potentially
increases network lifetime.

Overall, B-RQ achieves a higher success ratio and a significantly lower com-
munication cost than all the other protocols as a result of its efficient forwarding
and query reply rules. These results highlight the effectiveness of optimizing the
query protocol in accordance with the navigation algorithm, in order to navigate
successfully in dynamic environments.

7.2 Performance in the Presence of Node Failures

Since it is important to design robust protocols that can tolerate node fail-
ures caused by harsh environments, we now compare the performance of the
algorithms in the presence of node failures. Nodes are assumed to fail at a tem-
perature of 150°C.

Performance Comparison. In this sub-section, we compare the navigation
performance and communication cost of LQ, DA, B-RQ and R-RQ. GQ is
not considered in these simulations, due to its poor performance in the earlier
simulations.

Success Ratio: As shown in Figure 7(a) R-RQ effectively improves the success
ratio of B-RQ when the mobile entity starts at 50s, at which time many new
nodes start failing, due to the spreading fire. This is because R-RQ informs the
mobile entity about failed nodes, thus warning the mobile entity about danger
areas. On the other hand, R-RQ does not outperform B-RQ when the mobile
entity starts at 200s, since by that time, the environment is relatively stable.
In contrast, the performance of LQ and DA are affected significantly by node
failures. R-RQ achieves upto 49% improvement in success ratio over LQ and up
to 77% improvement in success ratio over DA. This demonstrates that R-RQ is
particularly important in dynamic environments.

Communication Cost: Figure 7(b) shows the communication cost incurred by
B-RQ, R-RQ and LQ. The commmunication cost of DA is not shown as it is
significantly higher than the other protocols. As expected, the communication
cost of LQ is much higher than that of B-RQ and R-RQ since it queries all
the nodes in a query area. The communication cost of R-RQ is only slightly
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Fig. 7. Performance comparison in the presence of node failures

more than that of B-RQ since it requires nodes to respond if they have failed
neighbors even if their temperatures are below the threshold. More specifically,
R-RQ achieves 73% and 69% savings in communication cost over LQ, at a start
time of 50s and 200s, respectively.

8 Conclusion

In summary, we propose a novel approach that integrates roadmap-based nav-
igation with efficient query protocols for navigation in dynamic environments.
We present the Roadmap Query (RQ) protocol that is specially optimized for
collecting fresh data needed for navigation in the presence of dynamic obstacles
and sensor node failures. We also present a mobile-agent based implementation
of our navigation approach on a physical testbed consisting of Mica2 motes and
a robot. Our simulation results demonstrate that RQ can significantly improve
the success ratio of navigation while introducing minimum communication cost
under realistic fire scenarios and node failures. Our results highlight the impor-
tance of joint optimization of navigation and WSN query protocols for efficient
navigation in dynamic environments.
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Stabilizing Consensus in Mobile Networks
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Abstract. Inspired by the characteristics of biologically-motivated sys-
tems consisting of autonomous agents, we define the notion of stabilizing
consensus in fully decentralized and highly dynamic ad hoc systems. Sta-
bilizing consensus requires non-faulty nodes to eventually agree on one of
their inputs, but individual nodes do not necessarily know when agree-
ment is reached. First we show that, similar to the original consensus
problem in the synchronous model, there exist deterministic solutions
to the stabilizing consensus problem tolerating crash faults. Similarly,
stabilizing consensus can also be solved deterministically in presence of
Byzantine faults with the assumption that n > 3f where n is the num-
ber of nodes and f is the number of faulty nodes. Our main result is a
Byzantine consensus protocol in a model in which the input to each node
can change finitely many times during execution and eventually stabi-
lizes. Finally we present an impossibility result for stabilizing consensus
in systems of identical nodes.

1 Introduction

1.1 Fault-Tolerant Consensus

Coordination problems in distributed systems require nodes to agree on a com-
mon action. Lamport, Pease, and Shostak formulated this problem as the agree-
ment problem [1,2], which remains a fundamental problem in distributed com-
puting. It is usually trivial to reach agreement in reliable systems. In practice,
however, different components in a system don’t always work correctly. Mission-
critical control systems require agreement among non-faulty components even
when some components are faulty. The problem was originally defined for Byzan-
tine faults in which a faulty node in a network can behave arbitrarily. More
benign are crash faults in which a faulty node stops all activity at a certain
point in the execution but behaves correctly until then. Sometimes the recov-
ery of crashed processes is also considered. Lamport, Shostak, and Pease [1, 2]
gave a synchronous f-resilient solution for any f with authentication in the case
of a complete communication graph and proved the impossibility result that
consensus is not solvable without authentication unless the number of faulty
processes is less than one-third of the total. Dolev [3] considered the Byzantine
agreement problem in networks that are not completely connected. The first
polynomial communication algorithm for Byzantine agreement was designed by
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Dolev and Strong [4], whose work was subsequently improved by Dolev, Fis-
cher, Fowler, Lynch, and Strong [5]. Fischer, Lynch, and Paterson [6] showed
that in a fully asynchronous environment, there is no 1-resilient solution to the
consensus problem, even for crash failure. A survey on fault-tolerant consensus
by Fischer [7] provides an overview of early work on fault-tolerant distributed
systems.

One of the reasons for the impossibility results for fault tolerance in the asyn-
chronous model is that messages may be delayed arbitrarily as long as they are
eventually delivered. Therefore, there is no way to distinguish between a crashed
node and a slow node, or a lost message and a delayed message. Since distributed
algorithms are expected to terminate, each non-faulty process is required to com-
mit to an output value at some point in its execution when it knows the decision
value that all non-faulty processes will agree on.

1.2 Motivation

In some persistent ad hoc networks, especially biologically-motivated systems, it
is not important that each process be aware of the global status. For example,
imagine the aggregation and migration of birds. During the initial gathering or
a direction change, the movement of the birds is usually chaotic. Although each
bird is not aware of the status of the whole flock, the flock eventually converges
to a stable state in which all the birds head in roughly the same direction. Each
bird adjusts its heading according to what it perceives but does not commit to
a direction at any point, because it is possible that some other birds are still
changing directions.

Vicsek et al. [8] described a compelling model of dynamics in order to investi-
gate the emergence of self-ordered motion in systems of autonomous agents with
biologically motivated interaction. Each agent’s heading is updated from time
to time according to a local rule. They demonstrated that all agents eventu-
ally move in the same direction despite the absence of centralized coordination
and the changing neighbor set of each agent as the system evolves. Agents do
not know accurately when the whole system converges, except for an estimation
of expected convergence time when the agents communicate synchronously and
certain topological properties are guaranteed as the network evolves. Jadbabaie,
Lin, and Morse [9] provided a theoretical explanation for the above behavior and
investigated other similarly inspired models. Agent failures were not considered
in these two papers.

This model is related to some practical applications. For example, imagine the
nodes as unmanned planes that cooperate with each other to determine some
common behavioral parameters such as direction or speed. Some of the planes
might be captured by enemy forces who inject malicious programs in order to
disrupt the consistency of the system. It is desirable if system consistency could
be maintained as long as not too many nodes are compromised.

We discuss asynchronous fault-tolerant consensus in a similar scenario. We
relax the requirement of the original consensus problem that agents know when
a decision is final. We also investigate persistent distributed systems that run
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for an extended period and whose inputs may change from time to time, as well
as systems that have incomplete or evolving interaction graphs. We also prove
that stabilizing Byzantine consensus cannot be solved in systems consisting of
identical nodes.

1.3 Other Related Work

Because agreement is a fundamental problem in building distributed systems,
and most practical systems are not synchronous, various methods have been used
to circumvent the impossibility result in [6]. In many practical systems, nodes
periodically send “I'm alive” messages (pings) to each other to detect possible
crashes. In theoretical models, such techniques are captured by the abstract
concept of failure detectors [10]. Generally, a failure detector is a module that
provides information to processes about previous failures. Failure detectors differ
in strength depending on whether they are always correct or whether they detect
all failures [11]. Some failure detectors can be implemented in practical systems
using timeouts.

The agreement problem can be solved in a randomized asynchronous model
which allows each process to flip coins during execution. The problem statement
is modified to require that the processes eventually terminate with probability 1.
The first randomized solution for consensus was given by Ben-Or [12]. Rabin [13]
and Feldman [14] produced more efficient algorithms.

The k-agreement problem [15] is a weakened problem statement that only
requires all the decisions to be in a set of k values. Another weakened variation
is the approximate agreement problem [16] which allows inputs, decisions, and
messages to be real numbers and requires the difference between any two decision
values to be within a small tolerance ¢ and that any decision value is within the
range of input values.

Lamport invented the PAXOS algorithm [17] for a partially synchronous
model of distributed systems. Asynchrony is considered timing failure. Other
failures allowed are loss, duplication and reordering of messages, and crash failure
of processes. Process recovery is also allowed. The PAXOS algorithm guarantees
safety, meaning that in spite of timing, process, and link failures, and process
recoveries, non-faulty nodes do not decide on inconsistent values. When the sys-
tem stabilizes (no failure occurs, and a majority of the processes are active) for
a sufficiently long time, termination can also be achieved.

Although mobile computing has been under active study for many years, re-
search on fault-tolerance issues has been limited, and many desirable goals are
yet to be achieved. The problems studied include ad hoc routing [18,19], which
allows nodes to exchange data despite the limited transmission range of wireless
interfaces by routing messages through multiple network hops, broadcasting and
multicasting [20], transaction control [21,22, 23], group communication [24, 25],
leader election [26], and mutual exclusion [27]. Angluin et al. [28] proposed self-
stabilizing solutions to problems like leader election, ring orientation, token circu-
lation, and spanning-tree construction in a model of pairwise interacting anony-
mous finite-state sensors under a global fairness condition. Basile, Killijian, and
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Powell [29] gave a survey of fault tolerance in mobile wireless networks. The fault
models considered in existing works are usually mobility, network partitioning,
and sometimes crash failures. Byzantine node failures have generally not been
considered.

2 Model and Definitions

We consider a network of n mobile nodes. Each has a unique ID € [1,n], an
input port, and an output port to send outputs to an external observer. By
assigning unique IDs to the nodes, we give each node the ability to distinguish
between different nodes. Also, the IDs are assumed to be unforgeable in the
sense that a faulty node cannot impersonate a non-faulty node in direct com-
munications (i.e. messages not involving any intermediate nodes). Each node
communicates with other nodes by sending out messages from time to time. A
message may be received by other nodes that are close enough to the sender,
or they may fail to be received by anyone due to a transmission error or be-
cause everyone is out of range. The sender of a message does not know whether
a certain message is received by some node, nor does it know the identities of
the nodes that do receive the message. We assume the fairness condition that
if some node 7 sends messages infinitely often, every other node receives mes-
sages from i infinitely often. We remark that this model is weaker than the
asynchronous model of distributed systems in [6] because we do not assume that
the asynchronous communication channels are reliable. Therefore one cannot
expect to solve the terminating consensus problem in our model in presence
of faults.

In the literature, two kinds of failures (equivalently, faults) are usually con-
sidered for the consensus problem. The benign type of failure is crash failure: a
faulty node may crash at any time. When a node crashes, it stops operating, oth-
erwise it honestly follows the protocol. We assume that if a node crashes when
sending a message, the incomplete message is discarded by the recipient. Byzan-
tine failures are more severe. A Byzantine node may behave arbitrarily without
the limit of computational power or memory usage to which a non-faulty node
is constrained otherwise.

We define the notion of stabilizing consensus. Instead of requiring that each
node commit to a final output at some point, we assume that each node has
a current output that may change as the execution proceeds. In practical ap-
plications, the output could be interpreted as some parameter that reflects the
behavior of each node. For example, in a flock of mobile nodes, the current
output of each node could be its current speed or current direction.

As in the usual convention, a configuration includes all nodes’ local states
and the pending messages. A configuration C' is said to be output-stable if in all
possible executions starting from C, the output of each non-faulty node does not
change. If every non-faulty node outputs z in an output-stable configuration C,
we say the outputs stabilize to z in C.
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Definition 1 (Stabilizing Consensus). A protocol P solves the stabilizing
consensus problem if all of the following requirements are satisfied:

Stabilization. The system eventually reaches an output-stable configuration.

Validity. If all nodes have the same input z, the outputs of all non-faulty nodes
eventually stabilize to x.!

Agreement. In any reachable output-stable configuration, all non-faulty nodes
have the same output.

In the following sections, we consider both crash faults and Byzantine faults. We
also discuss consensus in a scenario where each node receives an input that may
change finitely many times and define consensus with stabilizing inputs. Finally
we show that stabilizing consensus cannot be solved in a system consisting of
identical nodes in presence of one Byzantine fault.

3 Stabilizing Consensus with Crash Faults

The following is a simple protocol that solves consensus in the presence of crash
faults, assuming the inputs are non-negative integers. The protocol is based
on the idea of the protocol for synchronous distributed systems from [30]. But
notice that, in general, a node does not know when its output stabilizes, and an
execution does not terminate.

For each node ¢, x; is its local input (a non-negative integer), and y; is its
output.

— At the beginning, node i sets y; = x;.
— Whenever i is able to send a message, it sends y;.
— Upon receiving message y, node i sets y; = min(y;, y).

The following theorem establishes the correctness of the protocol.

Theorem 1. The above protocol solves stabilizing consensus in presence of f
crash faults for any f < n, where n is the total number of nodes.

Proof sketch. Tt is easy to see that the outputs will stabilize, because the output
of each node can only decrease and cannot be negative. Also it is clear that the
validity condition is satisfied because if all nodes have the same input value, all
messages will contain this same value, so all nodes will output that value.

For the agreement condition, suppose for the sake of contradiction that two
non-faulty nodes i and j stabilize to different outputs, y; and y;. Without loss
of generality, we assume y; < y;. According to the fairness condition, eventually
j will receive a value of y; from ¢ and set y; = min(y;,y;) = y;. This contradicts
the assumption that the output of j stabilizes to y;.

1 Some authors consider a stronger validity condition that requires agreement on x if
x is the common input value of just the non-faulty nodes. This is equivalent to the
validity condition presented here in the case of Byzantine faults since a Byzantine
faulty node’s behavior is not constrained by its actual input. The same is not true
for crash faults.
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4 Stabilizing Consensus with Byzantine faults

4.1 A Protocol for Fixed Inputs

In this section we give protocols tolerating Byzantine faults. We assume that
when a node receives a message, it knows the identity of the sender.

We first consider a system where each node 7 receives a fixed local input z;
at the beginning. For simplicity, we assume z; € {0,1}. We give a protocol that
tolerates f Byzantine faults, assuming 3f < n where n is the total number of
nodes.

Initially, a node i estimates that every node has input 0. If i’s input is 1,
it always sends its input. It also sends an echo message for another node j if
one or both of two events have occurred: i received j’s input from j at some
time in the past, or ¢ received echo messages for j from sufficiently many (at
least f + 1) nodes. When i receives an echo message for j from enough (at
least n — f) nodes, it changes its estimation of j’s input to 1. The protocol
guarantees that eventually all non-faulty node have the same estimation of any
node j’s input, and if j is non-faulty, the estimation agrees with j’s actual input.
Each non-faulty node outputs 1 when it estimates enough (at least 2f + 1)
nodes have input 1, and it outputs 0 otherwise. A more detailed description
follows.

The state of each non-faulty node ¢ consists of the arrays I;[n], E;[n][n] and
M;[n], in which all elements are initialized to 0.

— When node ¢ is able to send a message, it sends a message including one or
more of the following components:
If x; = 1, it sends (init, ).
For all j such that ;[j] =1 or >_;_, E;[jl[k] > f + 1, i sends (echo, j).
— When ¢ receives (init, j) from j, it sets I;[j] = 1.
— When i receives (echo, k) from j, it set E;[k]|[j] = 1, and if >_;_, E;[j][k] >
n— f,isets M;[j] =1

Output: The current output of node i is 1 if >, M;[j] > 2f + 1, otherwise its
output is 0.

It is easy to see that the outputs will stabilize, because each node outputs 0
initially and can flip its output to 1 at most once.

Correctness can be established by verifying the following claims.

Lemma 1. If any non-faulty node ¢ has 1 as input, eventually every non-faulty
node j sets M;[i] = 1.

Eventually every node receives (init, 7) from node ¢, and all non-faulty nodes will
repeatedly send (echo, 7). Therefore any non-faulty node j will receive (echo, )
from at least n — f nodes and set M;[i] =1

Lemma 2. If any non-faulty node i has 0 as input, M;[t] is always 0 for any
non-faulty node j.
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In this case, no non-faulty node receives (init, 7) from node i. Suppose node j
is the first non-faulty node that sends (echo, 7). It must have been triggered by
receiving (echo, i) from f 4 1 faulty nodes, which contradicts the assumption.
A non-faulty node j never sends (echo, i) and receives (echo, ) from at most f
faulty nodes, so it will never set M;[i] = 1.

Lemma 3. For any i, if M;[i| stabilizes to 1 in any non-faulty node j, My|i]
eventually stabilizes to 1 in any other non-faulty node k.

If any non-faulty node j sets M;[i] = 1, it must have received (echo, 7) from at
least n — f nodes among which there are at least f + 1 non-faulty nodes. The
messages (echo, i) sent by these f+ 1 nodes are received by all non-faulty nodes,
therefore all non-faulty nodes will send (echo, i) to each non-faulty node k so
that it sets My[i] = 1.

Theorem 2. The above protocol solves the stabilizing consensus problem.

Given the above claims, it is easy to see that the protocol satisfies stabilization,
validity, and agreement.

4.2 Stabilizing Inputs

We define a model of stabilizing inputs to a network protocol in which the input
to each node may change finitely many times before it stabilizes to a final value.
We are interested in solving the consensus problem corresponding to the final
stabilized input assignment. This consistent input and output convention makes
a solution suitable as middleware in constructing more complex systems. Here
we define what consensus means in this model.

Definition 2 (Consensus with Stabilizing Inputs). 4 protocol P solves
consensus with stabilizing inputs if all of the following requirements are satisfied:

Stabilization. If the inputs to the non-faulty nodes stabilize, the system even-
tually reaches an output-stable configuration.

Validity. If all non-faulty nodes have the same stabilized input x, their outputs
eventually stabilize to x.

Agreement. In any reachable output-stable configuration, all non-faulty nodes
have the same output.

Note that fixed inputs are a special case of stabilizing inputs.

The following protocol achieves consensus with stabilizing inputs and tolerates
f Byzantine faults, assuming 3f < n where n is the total number of nodes. We
give only a high-level description of the protocol. Our purpose here is to establish
the possibility of a protocol rather than to present an optimal implementation. In
our description, each node needs to keep track of messages received in the past.
This intensive memory usage could be reduced by garbage-collecting data that is
no longer useful in subsequent computation. We defer details of implementation
and optimization to the full version of the paper.
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The basic idea of the protocol is similar to the protocol for fixed inputs.
However, the protocol for fixed inputs is biased in the sense that 0 and 1 are
treated differently, whereas the following protocol is not. Many instances of a
consensus protocol are run in parallel. When a node detects that its input has
changed, it tries to restart the instance of the consensus protocol concerning its
input. Each node determines its current output according to the 2f 4+ 1 most
stable (least-frequently changed) estimated inputs.

Each non-faulty node ¢ maintains two arrays M;[n] and C;[n]. The elements
of M; are initialized to 0, and the elements of C; are initialized to —1. It also
has a counter ¢; initially equal to 0. Let x; € {0,1} denote the current reading
of the input port. Node 4 also maintains a variable x} and initially sets z} = ;.

— When 1 is able to send a message:
1. If a; # @), set af = x; and ¢; = ¢; + 1
2. Always send (init, i, z;, ¢;);
3. For all j, z;, and ¢;, such that ¢ has received (init, j, z;, ¢;) from j, or
i has received (echo, j, x;, ¢;) from at least f + 1 different nodes, send
(echo, 7, z;, ¢j).

— When ¢ receives (init, j, z;, ¢;) from j, if ¢; < C;[j], the message is ignored,
otherwise it records this message in its event log. If ¢ receives contradicting
init messages from the same node ((init, j, z;, ¢;) and (init, j, m}, ¢;) with
xj # x;), only the first message is recorded.

— When 4 receives (echo, j, z;, ¢;), if ¢; < Cj[j], the message is ignored,
otherwise it records this message in its event log, and if the same message
has been received from at least n — f different nodes, i sets M;[j] = z; and
Cilj] = ¢;

Output:

— Define the stable set S; to be a set of 2f + 1 distinct integers in [1...n]

that minimizes ) Cilj]- In case of ties, the set that minimizes > ¢ =

is chosen.
— Node i outputs 1if >, M;[j] > f + 1, otherwise it outputs 0.

JES;

The variable ¢; is a counter for node 7 to keep track of how many times its
input has changed. Each node also uses the counter array C; to keep track of the
number of times the other nodes change their inputs. Because messages can be
delivered out of order, and “echo” messages corresponding to inputs at different
time can co-exist in the network, the counters also ensure that obsolete messages
are ignored.

Lemma 4. The invariant C;[j] < c¢; holds in any real-time snapshot of the
system for any non-faulty nodes i and j.

Proof. Suppose at some point in real time, C;[j] = a, ¢; = b and @ > b. Then
i must have received (echo, j, m, a) for some m from at least n — f nodes.
Therefore 7 must have sent (init, j, m, a), because at most f nodes send (echo,
J, m, a) otherwise. This contradicts a > b. Because j would have set ¢; = a
before sending (init, j, m,a), it must be true that b > a.
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Lemma 5. Leti and j be two non-faulty nodes. If i’s input stabilizes to x, M,[i]
eventually stabilizes to x.

Proof. Suppose M;[i] stabilizes to y # z. Then j must have received (echo, 7, y,
a) for some a from at least n — f nodes, so i must have sent (init, i, y, a) to at
least f + 1 nodes. Since z is the final input of 4, eventually 7 sends (init, i, z, b)
for some b to all nodes. According to lemma 4 a < b. Suppose the time j receives
(echo, i, y, a) from the (n— f)*™ node is ¢, and the time it receives (echo, i, z, b)
from the (n — f)*™® node is ¢'. If t < t', j will set M;[i] = z. If t/ < ¢, y is ignored
by j, because at ¢ the value of C;[i] can only be greater than or equal to b and
a < b. Therefore M;,[i] couldn’t have stabilized to y.

Lemma 6. If i and j are non-faulty nodes, for any k, if M;[k] stabilizes to x,
M;[k] also stabilizes to .

Proof. Suppose M; k| stabilizes to x, M;[k] stabilizes to y, and x # y. Let (echo,
k, x, a) and (echo, k, y, b) be the corresponding messages received by ¢ and j
respectively when they assigned the final values to M;[k| and M;[k].

1. Without loss of generality, we assume a > b. Since ¢ must have received
(echo, k, x, a) from at least n — f nodes, there must be at least f + 1 non-
faulty nodes among them. All non-faulty nodes would receive (echo, k, x, a)
from these f 4+ 1 nodes, and therefore would send (echo, k&, z, a) to all nodes
they encounter. Thus j would also receive (echo, k, z, a) from at least n — f
nodes. Because a > b, M;[k] could not have stabilized to y.

2. If a = b, i receives (echo, k, x, a) from n — f nodes, and j receives (echo, k,
y, b) from n — f nodes. This cannot happen, because n > 3 f, and according
to the protocol, a non-faulty node only sends one of the two messages but
not both.

Therefore M;[k] and M;[k] cannot stabilize to different values for any k. This
property guarantees that all non-faulty nodes will eventually agree on the sta-
bilized entries of vector M.

Lemma 7. Leti and j be any non-faulty nodes. For any k, if C;[k] stabilizes to
¢, C;lk] also stabilizes to c.

Proof. Suppose C;[k] stabilizes to c¢1, C;[k] stabilizes to co # ¢i1. Without loss
of generality, we assume ¢; > co. Let (echo, k, x, ¢1) and (echo, k, y, c2) be the
corresponding messages received by ¢ and j respectively when they assign the
final values of C;[k] and C;[k]. Since ¢ must have received (echo, k, z, ¢1) from
at least n — f nodes, there must be at least f 4 1 non-faulty nodes among them.
All non-faulty nodes would receive (echo, k, x, ¢1) from these f 4 1 nodes, and
therefore would send (echo, k, x, ¢1) to all nodes they encounter. j would also
receive (echo, k, x, ¢1) from at least n — f nodes. Because ¢; > ¢z, Cj[k| could
not have stabilized to co. This property guarantees that all non-faulty nodes will
eventually agree on the stabilized entries of vector C.
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Lemma 8. In any execution of the above protocol, if the inputs to the non-faulty
nodes stabilize, the outputs of the non-faulty nodes eventually stabilize.

Proof. Let i be any non-faulty node. If x; stabilizes, ¢; also stabilizes, because
they always change at the same time. According to lemmas 4 and 5, M;,[i] and
C;i] also stabilize for any non-faulty j. According to lemma 6 and lemma 7,
all non-faulty nodes will eventually agree on the stabilized entries of the arrays
M and C (at least 2f 4+ 1 entries in each), which include entries corresponding
to non-faulty nodes and entries corresponding to faulty nodes that stabilize at
all. If some of the entries in the M arrays corresponding to faulty nodes do not
stabilize, the corresponding entries in the C arrays of the non-faulty nodes will
eventually be greater than the stabilized entries, because the entries of C' arrays
are non-decreasing. Only the 2f + 1 nodes corresponding to the C entries with
the smallest values affect the output, therefore the faulty nodes will eventually
be ignored.

Theorem 3. The above protocol solves consensus with stabilizing inputs.

If all non-faulty nodes have z € {0,1} as input, according to lemma 5, for any
non-faulty node i at least f + 1 M; entries corresponding to the stable set will
be x, therefore all non-faulty nodes will output x, and the validity condition is
satisfied. According to lemmas 6 , 7, and 8, agreement and stabilization are also
satisfied.

5 Impossibility of Stabilizing Byzantine Consensus
Among Identical Nodes

In this section we give the impossibility result that stabilizing consensus cannot
be solved in the presence of a single Byzantine fault in a network of nodes that
are identical other than their inputs. We note that any subconfiguration of an
output-stable configuration is also output-stable.

Theorem 4. The stabilizing consensus problem cannot be solved in a set of
identical nodes in the presence of one Byzantine fault.

Proof. Assuming there is a protocol P that solves this problem, consider a system
C = CoUC1(Cy # ¢,C1 # ¢), in which Cy is the set of nodes with input 0,
and C1 is the set of nodes with input 1. There exists a finite execution E of
P in C that reaches an output-stable configuration in which the outputs of all
nodes have stabilized to the same value. Without loss of generality assume the
common output value is 0. Consider another system C’ = {a}UC1, in which a is a
Byzantine node, and C] is the same as in C'. Node a runs a two-phase protocol.
In phase one, when it is a’s turn to send a message, it nondeterministically
chooses whether to remain in phase one or move to phase two. If it remains in
phase one, it chooses one of the messages sent by nodes in Cy in the execution £
and sends that message to the recipient. Upon entering phase two, a faithfully
imitates a nondeterministically chosen non-faulty node i from Cy starting from
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the state 7 is in at the end of the execution E. There exists an execution E’ of P
in C’ that simulates E, in the sense that every time there is a message in F sent
between a node in Cy and a node in Cy, there is a corresponding message in E’
sent between a and the node in C7, and at the end of E’, node a will faithfully
simulate one node in Cy. Thus, the configuration of the system C’ at the end
of E’ is a subconfiguration of the system C' at the end of F, and will continue
so at every subsequent time. Thus the outputs of the non-faulty nodes (those
in (1) will remain 0 no matter how execution proceeds from this point. This
violates the validity condition, because the inputs of all non-faulty nodes in C’
are 1.

The proof does not depend on the specific communication model and fairness
assumption; therefore stabilizing Byzantine consensus is impossible even with the
strong fairness condition and two-way interaction model in [28], and unbounded
memory. Note that theorem 4 rules out not only deterministic solutions, but also
randomized solutions?, in the sense that for any candidate protocol P, there
exists an ep > 0, such that the probability of an execution failing to reach
consensus is always greater than ep. ep is any constant less than the probability
that C’ successfully simulates C' to the point when all non-faulty nodes are
output-stable.

6 Discussion

6.1 Upper Bound on Faults

It was shown that in synchronous systems, the number of Byzantine nodes must
be strictly less than one third of the total number of nodes for any solution to
the agreement problem [31,2]. This bound still holds for stabilizing consensus in
our model. We omit the proof here, because the original proof in [31] does not
rely on synchrony and can be adapted to our model easily.

6.2 General Graphs

In some applications the movement of each node is restricted to a certain region,
therefore some nodes may not be able to receive messages from some other
nodes. It was proven in [3] that the Byzantine agreement problem can be solved
in an n-node synchronous network graph G, tolerating f faults, if and only if the
n > 3f bound holds and G is at least (2f 4+ 1)-connected. This result can also
be transferred to our model. Intuitively, since G is at least (2f + 1)-connected,
there are at least 2f + 1 disjoint paths between any two nodes. Let each node
send each message through 2 f +1 disjoint paths. Then the majority of the copies
the recipient receives are sent via paths that do not contain faults. Thus, it is
possible to implement reliable communication between any two nodes, and the

2 A randomized solution would guarantee that consensus be reached with probabil-
ity 1, assuming some probabilistic distribution of the nodes’ coin flips and the choices
of the scheduler.
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above algorithms still work for such communication graphs with messages sent
over multi-hop links.

In some systems, nodes are moving around, but the fairness condition does not
hold, meaning that some nodes do not have infinitely many chances to receive
messages from some other nodes. Some nodes only have chance to receive finitely
many messages from some others, and some won’t get close enough at all. In
their self-stabilizing group membership protocol, Dolev, Schiller and Welch [25]
used random walks of a mobile agent as a means of information dissemina-
tion. Similarly, one or more non-Byzantine message carriers could be used as
a message-ferrying service to simulate our communication model. The message
carriers do not have to be reliable as long as they successfully deliver messages
infinitely often.

6.3 Communication Model and Message Overhead

In our model, there is no reliable way for two nodes 7 and j to make sure that a
message sent from ¢ is received by j and that both nodes are aware of the event.
As a consequence, all non-faulty nodes send infinitely many messages since they
never know when it is safe to stop sending.

If we augment the model with a stronger communication mechanism by which
the sender of a message can learn whether the message is received and if so by
whom, the protocol could be made eventually quiescent, that is, once the inputs
have stabilized, each non-faulty node eventually stops sending messages. In our
protocol, each node initially only needs to make sure every node has received its
input. After that, it could enter a passive mode in which it listens to other nodes
and only sends messages in response to messages received. When it knows that
its response message has been received by all necessary recipients defined by the
protocol, it can again become passive. Eventually all non-faulty nodes enter the
passive mode and do not initiate new messages. According to our protocols, the
faulty nodes that keep sending messages are eventually ignored, and the subsys-
tem consisting of the non-faulty nodes becomes quiescent. Note that this does
not mean the protocol terminates, because generally each node does not know
whether other non-faulty nodes are passive, but a node can conserve energy
by not sending unnecessary messages. This suggests that energy-efficient imple-
mentations of our protocols are possible when appropriate lower-level service is
provided, either by a lower-level protocol or by additional devices.

7 Conclusions and Future Work

In this paper we defined and investigated fault-tolerant stabilizing consensus in
a model inspired by natural phenomena. We considered crash faults and Byzan-
tine faults in fully asynchronous and decentralized mobile networks, as well as
systems with stabilizing inputs and systems with incomplete or evolving con-
nectivity. The algorithms are useful in controlling distributed systems, such as
sensor networks, that simulate certain biological behaviors. They are also use-
ful as a middleware layer that provides service to higher-level protocols. One
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drawback of the algorithm for stabilizing inputs is that it involves unbounded
counters, unless there is a bound on the maximum number of times the in-
puts could change. It is open whether there exists a protocol for this problem
with bounded memory. In many practical ad hoc networks, the graph represent-
ing possible communications changes over time. It is open for future research
whether stabilizing consensus can be solved in these systems without additional
message carriers, possibly using authentication and a fault-tolerant ad-hoc rout-
ing protocol.
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At vobis male sit, malae tenebrae
Orci, quae omnia bella devoratis:
tam bellum mihi passerem abstulistis. [6]

Abstract. In the population protocol model introduced by Angluin et
al. [2], a collection of agents, which are modelled by finite state machines,
move around unpredictably and have pairwise interactions. The ability
of such systems to compute functions on a multiset of inputs that are ini-
tially distributed across all of the agents has been studied in the absence
of failures. Here, we show that essentially the same set of functions can
be computed in the presence of halting and transient failures, provided
preconditions on the inputs are added so that the failures cannot imme-
diately obscure enough of the inputs to change the outcome. We do this
by giving a general-purpose transformation that makes any algorithm for
the fault-free setting tolerant to failures.

1 Introduction

Consider an ad hoc mobile network in which each agent is a very simple com-
ponent, such as a tiny sensor with very severe constraints on memory and
power. Such systems have been envisioned, for example, in Berkeley’s Smart
Dust project [10]. An agent can communicate with other nearby agents through
wireless communication. To make use of data collected by the agents of such a
system, it is necessary to aggregate the data in some way [11, 13].

Angluin et al. [2] introduced the notion of a computation by a population
protocol to model this situation. In their model, the computation is carried out
by a collection of agents, each of which receives a piece of the input. These agents
move around and information can be exchanged between two agents whenever
they come into contact with each other. The goal is to ensure that every agent
can eventually output the value that is to be computed (assuming a fairness
condition on the sequence of interactions that occur). The agents are simple
devices, and can be represented as finite state machines. The abstraction also
makes absolutely minimal assumptions about the movement of the system’s com-
ponents. In particular, the algorithms designed for such systems cannot dictate
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the movement of the agents. Can interesting computations still be performed in
such a model? Angluin et al. showed the answer is yes, assuming no agents fail.
For example, protocols exist to compute parity, majority and constant-threshold
functions, as well as boolean combinations of such functions.

A motivating example for their model was a flock of birds, in which each bird
carries a monitoring device that measures the bird’s body temperature. The
devices can signal other devices within a small distance. They showed that this
sensor network could be used, for example, to determine whether at least five
birds in the flock have an elevated temperature, to trigger an alert indicating that
there might be an illness sweeping across the flock. In this paper, we study what
happens when some of those ill birds drop dead: Can interesting computations
be done in the population protocol model in a way that tolerates failures?

If malicious failures can occur, it is very difficult to do anything useful in the
model: a single Byzantine agent (in collusion with the adversarial scheduler of
interactions) could move around the system, driving each agent into an arbitrary
reachable state by having a sequence of interactions with it. Thus, we consider
two types of less catastrophic failures. A crash failure causes an agent to cease
interacting with other agents. A transient failure is a momentary failure that
can arbitrarily corrupt the state of an agent. The agent continues executing its
algorithm correctly after the transient failure occurs. Transient failures include,
as a special case, sensing failures, which cause the input to an agent to be
incorrect. This is because the input is part of the state of an agent and can
therefore be corrupted by the transient failure. However, transient failures are
more general, since they can affect the entire state of the agent. For example,
they can corrupt any partial data that the agent has collected, as well as its
“programme counter” which keeps track of what part of the algorithm it is
executing. (Such general transient failures might be caused by electromagnetic
interference from the environment during an interaction or by soft errors due to
alpha particle strikes.) We shall assume that both crash failures and transient
failures can occur in an execution and that we have a known upper bound on
the number of failures of each type that should be tolerated.

Clearly, some functions that can be computed without failures will be im-
possible to compute in a model with failures. For example, if we consider the
possibility of experiencing a single halting failure, a population will not be able
to compute with certainty a threshold function that is 1 if at least five of the
birds are ill and 0 otherwise. Consider an execution with exactly five ailing birds,
one of which dies (along with its sensor) before the bird comes into contact with
any other birds. The output should be 1, but this run cannot be distinguished
by any live agent from a run where there are four feverish birds and the output
should be 0. However, with at most one failure, we can still distinguish whether
the number of ill birds is greater than five or less than five. We discuss two ways
to formalize this. We can restrict the domain of the function to be computed,
by adding a precondition that the number of ill birds will either be greater than
five or less than five. Alternatively, we can say that the protocol will compute
the result correctly when the number of sick birds is different from five, but may
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output either 0 or 1 in the case where exactly five birds are sick. We explore
both approaches: the former in Sect. 5 and the latter in Sect. 6.

In short, we show that, for any function that can be computed by a popula-
tion protocol in a failure-free environment, it is possible to design a population
protocol that computes the function in a way that tolerates crash failures and
transient failures, provided preconditions are added or incorrect responses are
permitted for inputs that are very close to other inputs that have a different
response, as described above for the example about birds.

As one might expect, we use replication to achieve fault-tolerance, but in a
way that is different from traditional approaches. Given a protocol that computes
a function in a failure-free environment, we run several copies of the protocol.
Because of the severe limitation on the memory of each agent, we need a con-
stant fraction of the agents to cooperate to simulate one instance of the original
protocol; otherwise there would not be enough space to store the states of all of
the simulated agents. We divide the agents into g groups of approximately equal
size. Each group simulates one instance of the failure-free protocol by having
each agent in the group simulate approximately g agents of the original proto-
col. The value of g is chosen to ensure that the output produced by the largest
number of groups’ simulations is correct.

2 Related Work

The population protocol model was introduced by Angluin, Aspnes, Diamadi,
Fischer and Peralta [2]. They defined the concept of stable computation of a
function in this model, focussing on stable computation of predicates, which
are functions whose output is a binary value. They showed that the predicates
computable in this model include all that can be expressed using Presburger
arithmetic and that they are all included within the complexity class N L.

They also considered variants of the model where interactions are restricted.
First, the interactions can be constrained by considering a particular communi-
cation graph, which has an edge between the nodes that represent two agents if
those agents are permitted to come into contact with each other. Second, they
considered a randomized version of the model, where interactions are chosen ran-
domly and uniformly, and the output must be computed with high probability.
In both cases, the power of the system is increased.

Angluin, Aspnes, Chan, Fischer, Jiang and Peralta [1] further studied the
model with a non-complete communication graph. They described properties
of the communication graph itself that can be computed by the agents in the
system. For example, the system can determine whether it contains an odd cycle.

Angluin, Aspnes, Eisenstat and Ruppert [4] considered population protocols
where the interactions between pairs of agents are one-way. Each interaction has
a sender and a receiver, and the sender cannot discover any information about
the receiver’s state in such an interaction. Full or partial characterizations of the
predicates that can be stably computed (with no failures) in several variants of
this model were given.
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The question of tolerating failures in the population protocol model was raised
by Delporte-Gallet, Fauconnier and Guerraoui [7]. They described how an ex-
ample protocol can be adapted to tolerate failures. However, their approach is
not generally applicable to all population protocols.

The transient failures that we consider in this paper can corrupt the inter-
nal states of agents arbitrarily. We assume that the number of such failures is
bounded. Research on self-stabilizing systems [8] assumes that any number of
processes can have corrupted states, requiring that the system eventually return
to a correct configuration. Angluin, Aspnes, Fischer and Jiang incorporated the
notion of self-stabilization into the population protocol model [5]. They gave
some self-stabilizing protocols for classical problems such as leader election and
token passing. The types of problems they studied differ from the problems
we discuss here. They concentrated on stably maintaining some property (e.g.
having a unique leader, having a legal colouring of the communication graph),
whereas we focus on computing functions of inputs initially distributed across
the system. This makes it necessary for us to assume a bound on the number of
transient failures, so that those inputs are not lost. Also, we are concerned with
creating a general-purpose transformation that converts an arbitrary algorithm
that works in the failure-free setting into a fault-tolerant algorithm.

The way we transform the specification of a problem for the failure-free pop-
ulation protocol model into a specification for the fault-tolerant model is, in
spirit, analogous to the way such transformations have been done in traditional
distributed systems. Consider for instance the seminal atomic commit problem
from distributed databases [9]. In a failure-free distributed system, one would
typically require a transaction to commit if and only if all servers vote “yes”,
i.e., none detected a concurrency conflict. Such a specification is clearly impos-
sible to implement (even in a synchronous system) if one server can fail: it is
indeed impossible to distinguish an execution where all servers voted “yes” and
one initially crashed, from an execution where this initially crashed server voted
“no”. It is thus typical to allow a transaction to sometimes abort even if all
servers vote “yes” (and one of them fails or is suspected to have failed), or com-
mit a transaction even if a minority of servers vote “no” (e.g., in a replicated
system).

Our approach to describing functions that can be computed in the failure-
prone population protocol model is also related to the condition-based approach
of Mostefaoui, Rajshaum and Raynal [12]. They described exactly what sort of
precondition must be placed on the possible inputs to the consensus problem in
order for it to become solvable in an asynchronous system with f halting failures
using shared read-write registers.

3 Population Protocols

Our formalization of the population protocol model is based on the work of
Angluin et al. [2]. We present a version that assumes non-deterministic, two-
way interactions can take place between any pair of agents, but also allows
halting failures and transient failures. A halting failure causes an agent to cease
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functioning and play no further role in the execution. A transient failure corrupts
the state of an agent, but the agent otherwise follows its algorithm correctly.

Each agent in the system is modelled as a finite state machine, and algorithms
must be uniform: each finite state machine is “programmed” identically and the
programming does not depend on the number of agents in the system. This
makes the model strongly anonymous, since there is not enough space in the
state to give each agent a unique identifier.

Let X be a finite input alphabet and Y be a finite output alphabet. Each
agent is provided with an input drawn from X. Since agents are essentially in-
terchangeable, an input to the system can be thought of as a multiset of elements
from X. Let X be a set of all multisets of elements from X. Let D C X be the
set of all input multisets that can actually occur. In general, D may be a proper
subset of X', since there may be preconditions on what inputs are permitted.
The goal of an algorithm is to compute a function f : D — Y. Each agent
must eventually output the value of this function for the input multiset that was
initially provided to the agents.

We now describe how to specify a population protocol. Let @ be the finite
set of states that each agent may take. A population protocol is defined by an
input assignment 7 : X — @, a transition function § : Q@ x Q@ — P(Q x Q) — {0},
and an output assignment o : Q — Y. (The notation P(5) is used to denote the
power set of S.) If two agents in states ¢; and g2 encounter each other, they can
change into states ¢} and ¢}, where (q1, ¢5) € 6(q1, g2). Without loss of generality,
assume the transition function is symmetric: 6(q1, g2) = 6(ga, ¢1). The protocol
is called deterministic if 6(q1,q2) is a singleton set for all ¢1,¢2 € Q.

Let I € D be an input for the system. An execution of the protocol on input
I is an infinite sequence of configurations, Cy, C1,Cy, ..., each of which is a
multiset of states drawn from . The initial configuration Cy is the multiset
{i(z) : © € I}. The configuration Cj, must be obtainable from Cj_; by one of
the following four types of transitions:

Ordinary transition: Cy, = Cy—1—{q1, 92} U{q}, ¢4} where {q1,¢2} C Cr_1 and
(¢1,43) € 6(q1, q2)-

Halting failure: C, = Cr—1 — {q}.

Transient failure: C, = Cx—1 — {q} U {¢'}.

Null step: Cr, = Ci_1.

The output of an agent in state ¢ is o(q). We say that the execution stably
outputs v € Y if every agent eventually outputs v and never changes its output
thereafter. Formally, this means there is an 4 such that for all j > 4, o(q) = v for
every q € Cj.

If every sequence of interactions is considered to be a possible execution in the
model, it would be possible to have isolated agents that never interact with one
another. So the model must incorporate a fairness guarantee. Simply requiring
that every pair of agents eventually meet is insufficiently strong for some in-
teresting protocols, since the two agents might meet only at inopportune times,
when their states prevent a particular kind of interaction from happening. So the
research on population protocols has assumed a stronger fairness condition. In a
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fair execution, if a configuration C' occurs infinitely often and a configuration C’
can be reached from C by an ordinary transition, then C’ occurs infinitely often.
If, for example, we associate probabilities with different interactions, then an
execution will be fair with probability 1. A protocol stably computes a function
f D — Y if, for every input I € D, every fair execution on input I stably

outputs f(I).

4 The Simulation

In this section, we describe how any population protocol A that stably computes
a function f in a failure-free setting can be adapted to run in a setting where
a bounded number of crash and transient failures can occur. To do this, we
construct an algorithm B that divides agents into groups and simulates, within
each group, an execution of the original protocol A. We shall show in Sect. 5 that,
if we add a precondition on the inputs, this simulation will correctly compute f.
We first define the kind of precondition on the inputs that will be required.

Recall that X and Y are an input and output alphabet, X denotes the set of
all multisets of elements from X, and D C X.

Definition 1. Let a,b € IN. A function f: X — Y is called (a, b)-robust for D
if, for any input multiset I € D and any input I’ € X’ that can be formed from
I by removing up to a elements and then adding up to b elements, f(I) = f(I').

Example 2. Let X =Y = {0,1}. Let f be the majority function: for any
multiset S of 0’s and 1’s, f(S) = 1 if and only if S contains more 1’s than 0’s.
Let D be the set of all input multisets where the number of 0’s differs from the
number of 1’s by at least k. Then f is (a,b)-robust for D for any parameters
a and b satisfying a + b < k. This is because, starting from any input multiset
in D, the number of input values that would have to be added and removed to
change the output of f total at least k.

Let f: X — Y be any function that can be stably computed by a population
protocol in the failure-free environment. We shall show that if f is (¢ + ¢,1)-
robust for D, then f restricted to inputs from D can also be stably computed in
an environment where up to ¢ crash failures and up to ¢ transient failures may
oceur.

Let A be a population protocol that stably computes f in the failure-free
setting. The algorithm A is specified by the state set @Q4, input and output
assignment functions i4 and o4, and the transition function 64. Let Qjnit =
{ia(z) : x € X}. We shall build an algorithm B which simulates A in a way
that tolerates up to ¢ crash failures and ¢ transient failures. We first describe the
simulation. Its correctness is argued in Sect. 5.

The fault-tolerant algorithm B will divide agents up into g groups (where ¢ is
a constant to be chosen later), and simulate the original algorithm within each
group. There will be roughly n/g agents in each group, where n is the number
of agents in the system. (Recall that agents do not know the value of n.) Each



When Birds Die: Making Population Protocols Fault-Tolerant 57

of the agents that comprise a group will simulate up to 2g distinct agents of
the original algorithm A. (For clarity, we shall hereafter refer to the agents of
algorithm B as “agents”, and the simulated agents of algorithm A as “threads”.)
No thread will be simulated by two agents in the same group (except as the result
of a transient failure).

In B, each agent’s state contains seven fields:

— init stores an initial value from Qy, initialized to i4(z), where = is the
input for the agent. (This field is never changed by the algorithm.)

— joined is a boolean variable that says whether the agent has joined a group
yet. Initially, it is set to false.

— group stores a value from {1,2,..., g}, initially g, which will eventually be
the name of the group this agent joins.

— sum will be used for a division subroutine and can take values in the range
{0, ..., group — 1}, initially 1.

— sim stores a multiset of up to 2¢g elements from Q4 representing the states
of the threads that the agent is simulating, initially 0.

— given]l..g] stores an array of g boolean values, with each entry initially set
to false. This will keep track of which groups contain a thread that has been
given a copy of this agent’s input value.

— output[l..g] stores an array of g values from Y, representing the output values
from the simulations carried out by each of the g groups. It can be initialized
arbitrarily.

Note that the state set of algorithm B has |Qinit|g(g+1) (29'*'2|9QA|)29|Y\9 states,
and this quantity is independent of n, the number of agents in the system, as
required by the model. (The number of bits needed to represent an agent’s state
in the simulation is O(glog|Q|).)

The first phase of an agent’s actions is devoted to assigning the agent to one
of the g groups. This phase ends when the agent’s joined field is changed to
true. The second phase will be devoted to gathering input values from approx-
imately g other agents and simulating, within each group, an execution of the
original algorithm. We shall guarantee that each non-faulty agent’s input value
is eventually given to exactly one thread of exactly one agent in each group.
Whenever two agents in the same group meet, they nondeterministically choose
an interaction of two of their threads to simulate. In those groups that have
no faulty agents, the simulation will be a faithful simulation of algorithm A,
and the output of each thread within that group will eventually stabilize to the
correct value. We shall choose g large enough so that agents will be able to rec-
ognize (and output) a value that is being produced by a group of agents that
experienced no failures.

In phase 1, we first execute the division-by-g algorithm described by Angluin
et al. [2] to split off, from the rest of the agents, group number g, which will
contain approximately n/g agents. The remaining agents then execute a division-
by-(g — 1) algorithm to split off group number g — 1 (again of size roughly n/g).
The remaining agents then divide by g — 2, and so on. The group field of the
state keeps track of which division is currently being worked on by the agent.
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An agent is said to join group i when it sets its joined field to true, if its
group field contains ¢ at that time. Joining a group is an irreversible action for
a non-faulty agent: once the joined variable is set to true, none of the fields
joined, group or sum will ever change again.

To accomplish phase 1, if two agents whose joined, group and sum fields are
(false,i,s) and (false,i,s") with ¢ > 2 meet, they transition to (false,i—1,1)
and (false,i,s+ s') if s+ s < i and to (false,i,s + s 